

    
      
          
            
  
About

The dolfin-adjoint project automatically derives the discrete
adjoint and tangent linear models from a forward model written in
the Python interface to FEniCS [http://fenicsproject.org] and
Firedrake [http://firedrakeproject.org].

These adjoint and tangent linear models are key ingredients in many
important algorithms, such as data assimilation, optimal control,
sensitivity analysis, design optimisation, and error estimation.  Such
models have made an enormous impact in fields such as meteorology and
oceanography, but their use in other scientific fields has been
hampered by the great practical difficulty of their derivation and
implementation. In his recent book [http://dx.doi.org/10.1137/1.9781611972078], Naumann (2011) states that


[T]he automatic generation of optimal (in terms of robustness and
efficiency) adjoint versions of large-scale simulation code is one
of the great open challenges in the field of High-Performance
Scientific Computing.




The dolfin-adjoint project aims to solve this problem for the case
where the model is implemented in the Python interface to FEniCS/Firedrake.


News

27.05.2019: dolfin-adjoint 2019.1 released (compatible with FEniCS 2019.1) ChangeLog.rst [https://bitbucket.org/dolfin-adjoint/pyadjoint/src/master/ChangeLog.rst].

20.03.2019: Firedrake docker images with dolfin-adjoint preinstalled are now available

18.02.2019: New example demonstrating the shape-optimisation capabilities of dolfin-adjoint now available

05.10.2018: dolfin-adjoint 2018.1 released (compatible with FEniCS 2018.1) ChangeLog.rst [https://bitbucket.org/dolfin-adjoint/pyadjoint/src/master/ChangeLog.rst].


	08.01.2018: dolfin-adjoint/pyadjoint 2017.2 released (compatible with FEniCS 2017.2) (this website)

	dolfin-adjoint/libadjoint 2017.2 released (compatible with FEniCS 2017.2) (documentation [http://dolfin-adjoint-doc.readthedocs.io/])

What is the difference between dolfin-adjoint/pyadjoint and dolfin-adjoint/libadjoint?





31.05.2017: dolfin-adjoint 2017.1 released (compatible with FEniCS 2017.1) ChangeLog [https://bitbucket.org/dolfin-adjoint/dolfin-adjoint/raw/master/ChangeLog].

21.02.2017: dolfin-adjoint 2016.2 is now available as Conda package.

20.12.2016: dolfin-adjoint 2016.2 released (compatible with FEniCS 2016.2) Changelog [https://bitbucket.org/dolfin-adjoint/dolfin-adjoint/raw/master/ChangeLog].

08.9.2016: We now offer Docker images to simplify the installation procedure.

30.8.2016: dolfin-adjoint 2016.1 released (compatible with FEniCS 2016.1) Changelog [https://bitbucket.org/dolfin-adjoint/dolfin-adjoint/raw/master/ChangeLog].

20.8.2015: dolfin-adjoint 1.6 released (compatible with FEniCS 1.6) Changelog [https://bitbucket.org/dolfin-adjoint/dolfin-adjoint/raw/master/ChangeLog].

11.6.2015: P. E. Farrell, S. W. Funke, D. A. Ham and M. E. Rognes were awarded the 2015 Wilkinson prize for numerical software [http://www.nag.co.uk/other/WilkinsonPrize.html] for dolfin-adjoint.




Features

dolfin-adjoint has the following features:


	Works for both steady and time-dependent problems and for both linear and nonlinear problems.


	Using it is very easy: given a differentiable forward model, employing dolfin-adjoint involves
changing on the order of ten lines of code.


	The adjoint and tangent linear models exhibit optimal theoretical efficiency. If every forward
variable is stored, the adjoint takes 0.2-1.0x the runtime of the forward model, depending on the
precise details of the structure of the forward problem.


	If the forward model runs in parallel, the adjoint and tangent linear models also run in parallel
with no modification.


	If instructed, the adjoint model can automatically employ optimal checkpointing schemes to
mitigate storage requirements for long nonlinear runs.


	Rigorous verification routines are provided, so that users can easily verify for themselves
the correctness of the derived models.


	Solves optimisation problems constrained by partial differential equations by interfacing to powerful optimisation algorithms




For more details, see the features page.




Limitations

To do all this, dolfin-adjoint requires some cooperation from the
model developer:


	Works only with the Python interface of FEniCS and Firedrake.


	For the adjoint to be consistent, the discretisation must be differentiable.


	All changes to object values (matrices, vectors, functions) must happen
through the FEniCS/Firedrake interface, though custom operations can be
recorded manually.







How it works

The traditional approach to deriving adjoint and tangent linear models
is called algorithmic differentiation [http://www.autodiff.org] (also called automatic
differentiation). The fundamental idea of algorithmic differentiation
is to treat the model as a sequence of elementary instructions. An
elementary instruction is a simple operation such as addition,
multiplication, or exponentiation. Each one of these operations is
differentiated individually, and the derivative of the whole model is
then composed with the chain rule.

The dolfin-adjoint project is instead based on a very different
approach.  The model is considered as a graph of high-level operations.
This abstraction is similar to the fundamental abstraction of
algorithmic differentiation, but operates at a much higher level of
abstraction. This idea is implemented in a software library,
pyadjoint [https://bitbucket.org/dolfin-adjoint/pyadjoint]. When this new idea is combined with the high-level
abstraction of the FEniCS system, many of the difficult problems
associated with algorithmic differentiation dissolve.

For more technical details on pyadjoint and dolfin-adjoint, see
the papers.




Contributors

The dolfin-adjoint project is developed and maintained by the
following authors:


	Sebastian Mitusch [https://www.simula.no/people/sebastkm] (Simula Research Laboratory)


	Jørgen S. Dokken [https://www.simula.no/people/dokken] (Simula Research Laboratory)


	Patrick E. Farrell [http://pefarrell.org] (Mathematical Institute, University of Oxford)


	Simon W. Funke [http://simonfunke.com] (Simula Research Laboratory)


	David A. Ham [http://www.ic.ac.uk/people/david.ham] (Department of Mathematics and Department of Computing, Imperial College London)


	Marie E. Rognes [http://home.simula.no/~meg/] (Simula Research Laboratory)


	James R. Maddison [http://www.maths.ed.ac.uk/people/show?person-364] (School of Mathematics, University of Edinburgh)







License

Like the core FEniCS components [http://fenicsproject.org/about/], The dolfin-adjoint software is
freely available under the GNU LGPL [http://www.gnu.org/licenses/lgpl.html], version 3.
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What is the difference between dolfin-adjoint/pyadjoint and dolfin-adjoint/libadjoint?


dolfin-adjoint/libadjoint

This is the original implementation of dolfin-adjoint and uses the C library libadjoint [https://bitbucket.org/dolfin-adjoint/libadjoint]
as underlying differentiation tool.

This implementation is not longer under development. The last release was
version 2017.2.0. The documentation can still be accessed here [http://dolfin-adjoint-doc.readthedocs.io/].

Existing software projects that already use dolfin-adjoint/libadjoint are encouraged
to eventually update their code to dolfin-adjoint/pyadjoint. Since the new implementations
is mostly API compatible, the required changes should be relatively small.




dolfin-adjoint/pyadjoint

This is a full rewrite of dolfin-adjoint based on the Python algorithmic differentiation tool pyadjoint [https://bitbucket.org/dolfin-adjoint/pyadjoint] (see this poster [https://drive.google.com/file/d/1NjIFj07u_QMfuXB2Z8uv5f2LUDwY1XeM/view?usp=sharing]).

This version is actively maintained, hence new projects are advised to use this version.

Compared to the old code, this implementation is superiour
in some features, for instance it has full Hessian support, a more generic
way of defining functionals and support for Dirichlet BC controls.

If you would like to know if a specific FEniCs feature is already implemented in dolfin-adjoint/pyadjoint, consult this list [https://bitbucket.org/dolfin-adjoint/pyadjoint/src/master/tests/migration/README.md?at=master&fileviewer=file-view-default].

If you would like to contribute, please contact us.
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About

The dolfin-adjoint project automatically derives the discrete
adjoint and tangent linear models from a forward model written in
the Python interface to FEniCS [http://fenicsproject.org] and
Firedrake [http://firedrakeproject.org].

These adjoint and tangent linear models are key ingredients in many
important algorithms, such as data assimilation, optimal control,
sensitivity analysis, design optimisation, and error estimation.  Such
models have made an enormous impact in fields such as meteorology and
oceanography, but their use in other scientific fields has been
hampered by the great practical difficulty of their derivation and
implementation. In his recent book [http://dx.doi.org/10.1137/1.9781611972078], Naumann (2011) states that


[T]he automatic generation of optimal (in terms of robustness and
efficiency) adjoint versions of large-scale simulation code is one
of the great open challenges in the field of High-Performance
Scientific Computing.




The dolfin-adjoint project aims to solve this problem for the case
where the model is implemented in the Python interface to FEniCS/Firedrake.


News

27.05.2019: dolfin-adjoint 2019.1 released (compatible with FEniCS 2019.1) ChangeLog.rst [https://bitbucket.org/dolfin-adjoint/pyadjoint/src/master/ChangeLog.rst].

20.03.2019: Firedrake docker images with dolfin-adjoint preinstalled are now available

18.02.2019: New example demonstrating the shape-optimisation capabilities of dolfin-adjoint now available

05.10.2018: dolfin-adjoint 2018.1 released (compatible with FEniCS 2018.1) ChangeLog.rst [https://bitbucket.org/dolfin-adjoint/pyadjoint/src/master/ChangeLog.rst].


	08.01.2018: dolfin-adjoint/pyadjoint 2017.2 released (compatible with FEniCS 2017.2) (this website)

	dolfin-adjoint/libadjoint 2017.2 released (compatible with FEniCS 2017.2) (documentation [http://dolfin-adjoint-doc.readthedocs.io/])

What is the difference between dolfin-adjoint/pyadjoint and dolfin-adjoint/libadjoint?





31.05.2017: dolfin-adjoint 2017.1 released (compatible with FEniCS 2017.1) ChangeLog [https://bitbucket.org/dolfin-adjoint/dolfin-adjoint/raw/master/ChangeLog].

21.02.2017: dolfin-adjoint 2016.2 is now available as Conda package.

20.12.2016: dolfin-adjoint 2016.2 released (compatible with FEniCS 2016.2) Changelog [https://bitbucket.org/dolfin-adjoint/dolfin-adjoint/raw/master/ChangeLog].

08.9.2016: We now offer Docker images to simplify the installation procedure.

30.8.2016: dolfin-adjoint 2016.1 released (compatible with FEniCS 2016.1) Changelog [https://bitbucket.org/dolfin-adjoint/dolfin-adjoint/raw/master/ChangeLog].

20.8.2015: dolfin-adjoint 1.6 released (compatible with FEniCS 1.6) Changelog [https://bitbucket.org/dolfin-adjoint/dolfin-adjoint/raw/master/ChangeLog].

11.6.2015: P. E. Farrell, S. W. Funke, D. A. Ham and M. E. Rognes were awarded the 2015 Wilkinson prize for numerical software [http://www.nag.co.uk/other/WilkinsonPrize.html] for dolfin-adjoint.




Features

dolfin-adjoint has the following features:


	Works for both steady and time-dependent problems and for both linear and nonlinear problems.


	Using it is very easy: given a differentiable forward model, employing dolfin-adjoint involves
changing on the order of ten lines of code.


	The adjoint and tangent linear models exhibit optimal theoretical efficiency. If every forward
variable is stored, the adjoint takes 0.2-1.0x the runtime of the forward model, depending on the
precise details of the structure of the forward problem.


	If the forward model runs in parallel, the adjoint and tangent linear models also run in parallel
with no modification.


	If instructed, the adjoint model can automatically employ optimal checkpointing schemes to
mitigate storage requirements for long nonlinear runs.


	Rigorous verification routines are provided, so that users can easily verify for themselves
the correctness of the derived models.


	Solves optimisation problems constrained by partial differential equations by interfacing to powerful optimisation algorithms




For more details, see the features page.




Limitations

To do all this, dolfin-adjoint requires some cooperation from the
model developer:


	Works only with the Python interface of FEniCS and Firedrake.


	For the adjoint to be consistent, the discretisation must be differentiable.


	All changes to object values (matrices, vectors, functions) must happen
through the FEniCS/Firedrake interface, though custom operations can be
recorded manually.







How it works

The traditional approach to deriving adjoint and tangent linear models
is called algorithmic differentiation [http://www.autodiff.org] (also called automatic
differentiation). The fundamental idea of algorithmic differentiation
is to treat the model as a sequence of elementary instructions. An
elementary instruction is a simple operation such as addition,
multiplication, or exponentiation. Each one of these operations is
differentiated individually, and the derivative of the whole model is
then composed with the chain rule.

The dolfin-adjoint project is instead based on a very different
approach.  The model is considered as a graph of high-level operations.
This abstraction is similar to the fundamental abstraction of
algorithmic differentiation, but operates at a much higher level of
abstraction. This idea is implemented in a software library,
pyadjoint [https://bitbucket.org/dolfin-adjoint/pyadjoint]. When this new idea is combined with the high-level
abstraction of the FEniCS system, many of the difficult problems
associated with algorithmic differentiation dissolve.

For more technical details on pyadjoint and dolfin-adjoint, see
the papers.




Contributors

The dolfin-adjoint project is developed and maintained by the
following authors:


	Sebastian Mitusch [https://www.simula.no/people/sebastkm] (Simula Research Laboratory)


	Jørgen S. Dokken [https://www.simula.no/people/dokken] (Simula Research Laboratory)


	Patrick E. Farrell [http://pefarrell.org] (Mathematical Institute, University of Oxford)


	Simon W. Funke [http://simonfunke.com] (Simula Research Laboratory)


	David A. Ham [http://www.ic.ac.uk/people/david.ham] (Department of Mathematics and Department of Computing, Imperial College London)


	Marie E. Rognes [http://home.simula.no/~meg/] (Simula Research Laboratory)


	James R. Maddison [http://www.maths.ed.ac.uk/people/show?person-364] (School of Mathematics, University of Edinburgh)







License

Like the core FEniCS components [http://fenicsproject.org/about/], The dolfin-adjoint software is
freely available under the GNU LGPL [http://www.gnu.org/licenses/lgpl.html], version 3.
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How to cite us

If you use dolfin-adjoint in your research, the developers would be
grateful if you would cite the relevant publications.

If you use dolfin-adjoint, please cite:


	Patrick E. Farrell, David A. Ham, Simon W. Funke and Marie E. Rognes (2013).
Automated derivation of the adjoint of high-level transient finite element programs,
SIAM Journal on Scientific Computing 35.4, pp. C369-C393. doi:10.1137/120873558 [http://dx.doi.org/10.1137/120873558]. arXiv:1204.5577 [http://arxiv.org/abs/1204.5577] [cs.MS].
[PDF].




If you use the optimisation framework of dolfin-adjoint, please also
cite the optimisation paper:


	Simon W. Funke and Patrick E. Farrell (2013).
A framework for automated PDE-constrained optimisation,
submitted. arXiv:1302.3894 [cs.MS]
[PDF].




If you use checkpointing, you should also cite the paper by the
authors of the revolve library [http://www2.math.uni-paderborn.de/index.php?id=12067&L=1]:


	Andreas Griewank and Andrea Walther (2000).
Algorithm 799: revolve: an implementation of checkpointing for the reverse or adjoint mode of computational differentiation,
ACM Transactions on Mathematical Software, 26, pp. 19–45.
[link [http://dx.doi.org/10.1145/347837.347846]].




If you use dolfin-adjoint to perform a generalised stability analysis,
please also cite the generalised stability analysis paper:


	Patrick E. Farrell, Colin J. Cotter and Simon W. Funke (2014).
A framework for the automation of generalised stability theory,
SIAM Journal on Scientific Computing 36.1, pp. C25–C48. doi:10.1137/120900745 [http://dx.doi.org/10.1137/120900745]. arXiv:1211.6989 [http://arxiv.org/abs/1211.6989] [cs.MS].
[PDF].
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dolfin-adjoint API reference

See also the pyadjoint API reference.

The entire dolfin-adjoint interface should be imported with a single
call:

from dolfin import *
from dolfin_adjoint import *





It is essential that the importing of the dolfin_adjoint module happen after
importing the dolfin module. dolfin-adjoint relies on overloading many of
the key functions of dolfin to achieve its degree of automation.


Overloaded functions


	
fenics_adjoint.assemble(*args, **kwargs)

	When a form is assembled, the information about its nonlinear dependencies is lost,
and it is no longer easy to manipulate. Therefore, fenics_adjoint overloads the dolfin.assemble()
function to attach the form to the assembled object. This lets the automatic annotation work,
even when the user calls the lower-level solve(A, x, b).






	
fenics_adjoint.assemble_system(*args, **kwargs)

	When a form is assembled, the information about its nonlinear dependencies is lost,
and it is no longer easy to manipulate. Therefore, fenics_adjoint overloads the dolfin.assemble_system()
function to attach the form to the assembled object. This lets the automatic annotation work,
even when the user calls the lower-level solve(A, x, b).






	
fenics_adjoint.solve(*args, **kwargs)

	This solve routine wraps the real Dolfin solve call. Its purpose is to annotate the model,
recording what solves occur and what forms are involved, so that the adjoint and tangent linear models may be
constructed automatically by pyadjoint.

To disable the annotation, just pass annotate=False to this routine, and it acts exactly like the
Dolfin solve call. This is useful in cases where the solve is known to be irrelevant or diagnostic
for the purposes of the adjoint computation (such as projecting fields to other function spaces
for the purposes of visualisation).

The overloaded solve takes optional callback functions to extract adjoint solutions.
All of the callback functions follow the same signature, taking a single argument of type Function.


	Keyword Arguments

	
	adj_cb (function, optional) – callback function supplying the adjoint solution in the interior.
The boundary values are zero.


	adj_bdy_cb (function, optional) – callback function supplying the adjoint solution on the boundary.
The interior values are not guaranteed to be zero.


	adj2_cb (function, optional) – callback function supplying the second-order adjoint solution in the interior.
The boundary values are zero.


	adj2_bdy_cb (function, optional) – callback function supplying the second-order adjoint solution on
the boundary. The interior values are not guaranteed to be zero.













	
fenics_adjoint.project(*args, **kwargs)

	The project call performs an equation solve, and so it too must be annotated so that the
adjoint and tangent linear models may be constructed automatically by pyadjoint.

To disable the annotation of this function, just pass annotate=False. This is useful in
cases where the solve is known to be irrelevant or diagnostic for the purposes of the adjoint
computation (such as projecting fields to other function spaces for the purposes of
visualisation).






	
fenics_adjoint.interpolate(*args, **kwargs)

	Interpolation is overloaded to ensure that the returned Function object is overloaded.
We are not able to annotate the interpolation call at the moment.








Overloaded objects


	
class fenics_adjoint.KrylovSolver(*args, **kwargs)

	
	
solve(*args, **kwargs)

	








	
class fenics_adjoint.LUSolver(*args, **kwargs)

	
	
solve(*args, **kwargs)

	








	
class fenics_adjoint.NewtonSolver(*args, **kwargs)

	
	
solve(*args, **kwargs)

	








	
class fenics_adjoint.NonlinearVariationalSolver(problem, *args, **kwargs)

	This object is overloaded so that solves using this class are automatically annotated,
so that pyadjoint can automatically derive the adjoint and tangent linear models.


	
solve(**kwargs)

	To disable the annotation, just pass annotate=False to this routine, and it acts exactly like the
Dolfin solve call. This is useful in cases where the solve is known to be irrelevant or diagnostic
for the purposes of the adjoint computation (such as projecting fields to other function spaces
for the purposes of visualisation).










	
class fenics_adjoint.NonlinearVariationalProblem(F, u, bcs=None, J=None, *args, **kwargs)

	This object is overloaded so that solves using this class are automatically annotated,
so that pyadjoint can automatically derive the adjoint and tangent linear models.






	
class fenics_adjoint.LinearVariationalSolver(problem, *args, **kwargs)

	This object is overloaded so that solves using this class are automatically annotated,
so that pyadjoint can automatically derive the adjoint and tangent linear models.


	
solve(**kwargs)

	To disable the annotation, just pass annotate=False to this routine, and it acts exactly like the
Dolfin solve call. This is useful in cases where the solve is known to be irrelevant or diagnostic
for the purposes of the adjoint computation (such as projecting fields to other function spaces
for the purposes of visualisation).










	
class fenics_adjoint.LinearVariationalProblem(a, L, u, bcs=None, *args, **kwargs)

	This object is overloaded so that solves using this class are automatically annotated,
so that pyadjoint can automatically derive the adjoint and tangent linear models.








Overloaded types


	
class fenics_adjoint.Constant(*args, **kwargs)

	




	
class fenics_adjoint.DirichletBC(*args, **kwargs)

	




	
class fenics_adjoint.Expression(*args, **kwargs)

	




	
class fenics_adjoint.Function(*args, **kwargs)

	
	
assign(other, *args, **kwargs)

	To disable the annotation, just pass annotate=False to this routine, and it acts exactly like the
Dolfin assign call.















          

      

      

    

  

  
    
    Adding Custom Functions
    

    
 
  

    
      
          
            
  
Adding Custom Functions

As mentioned in the first section of this tutorial dolfin-adjoint
works by overloading parts of FEniCS so that it may build up an annotation by recording
each step of the forward model. The list of overloaded functions and objects is found
in the API reference. The part of dolfin-adjoint that takes care of the fundamental
annotation is pyadjoint, which is independent of FEniCS.
dolfin-adjoint tells pyadjoint how to handle FEniCS types and functions.
If the forward model uses custom functions rather than the
standard FEniCS functions, pyadjoint won’t know how to record
these steps, therefore we have to tell it how, by overloading the functions ourselves.


A Simple Example

Suppose we have a module we want to use with our FEniCS model,
in this example the module will be named normalise and consist of
only one function: normalise(func). The module looks like this:

from fenics import *
from fenics_adjoint import *


def normalise(func):
    vec = func.vector()
    vec /= vec.norm('l2')
    return Function(func.function_space(), vec)





[image: more info] Download this file

The function normalise(func) normalises the vector form of a FEniCS function,
then returns the FEniCS function form of that normalised vector. A simple fenics
program that uses this function might look like this:

from fenics import *
from fenics_adjoint import *
from normalise import normalise

mesh = UnitSquareMesh(10, 10)
V = FunctionSpace(mesh, 'CG', 1)

f = project(Expression('x[0]*x[1]', degree=1), V)

g = normalise(f)

J = assemble(g*dx)





[image: more info] Download this example

Here we define a function on a space, normalise it with our function and integrate it
over the space. Now we want to know the gradient of \(J\) with respect to the initial
conditions, we could try simply adding

from fenics_adjoint import *





and

dJdf = compute_gradient(J, Control(f))





but that won’t work, because pyadjoint does not know that it should record
the normalisation and it does not know what the derivative of the normalisation is.
We should create a new module that overloads normalise(func), telling
pyadjoint how to deal with it.




Overloading a function

Let us now create a module overloading the normalise(func) function.
We need to start by importing the FEniCS and dolfin-adjoint modules, along with
some specific functions needed for overloading and of course the function we want to
overload.

from fenics import *
from fenics_adjoint import *

from pyadjoint import Block

from normalise import normalise





Since we are overloading normalise(func) we need to change it’s name
to keep access to it:

backend_normalise = normalise






The Block class

The pyadjoint tape consists of instances of Block subclasses.
These subclasses implement methods that can compute partial derivatives of their respective function.
Thus, to properly overload normalise we must implement a Block subclass,
which we call NormaliseBlock.
In addition to writing a constructor we have to override the methods evaluate_adj_component() and
recompute_component(), we will also add a __str__() method.
In our example the constructor may look like this

class NormaliseBlock(Block):
   def __init__(self, func, **kwargs):
       super(NormaliseBlock, self).__init__()
       self.kwargs = kwargs
       self.add_dependency(func.block_variable)





We call the superclass constructor and  save the key word arguments.
Then we tell pyadjoint that the operation this block represents depends
on the function func. As func should be an overloaded object it has a
block_variable() attribute.

Next we can define a __str__() method. This gives a name to the block,
so the output of this is for example how the block is represented in graphs made
with visualise as explained in the section
on debugging.

def __str__(self):
    return "NormaliseBlock"





We need a recompute method that can
recompute the function with new inputs.

def recompute_component(self, inputs, block_variable, idx, prepared):
    return backend_normalise(inputs[0])





We get a list of new inputs which is of length 1 because we only have one input variable.
Or more precisely, we only added one dependency in the constructor.




The adjoint

The method evaluate_adj_component() should evaluate the one component of the vector-Jacobian product.
In the mathematical background we discussed the tangent linear model
and the adjoint on the level of the whole model. Here we consider more concretely
how dolfin-adjoint treats each block. pyadjoint treats a forward model as a series of equation solves.
Some of these equations are complicated PDEs that are solved by the FEniCS function solve,
but others are of the straightforward form


\[y = f(x_1,\ldots,x_n),\]

where \(y\) is the only unknown. Our normalise function may be represented by this kind of equation.
When differentiating a functional pyadjoint works by considering each block as a link in chain formed by
the chain rule. If a functional is the result of a series of straightforward transformations on an initial condition:


\[J(u_n(u_{n-1}(\ldots(u_0)\ldots))),\]

then by the chain rule


\[\frac{\mathrm{d}J}{\mathrm{d}u_0} = \frac{\partial J}{\partial u_n}\frac{\partial u_n}{\partial u_{n-1}}\ldots\frac{\partial u_1}{\partial u_0}.\]

If we consider instead the adjoint model we will find the transpose of \(\frac{\mathrm{d}J}{\mathrm{d}u_0}\):


\[\frac{\mathrm{d}J}{\mathrm{d}u_0}^* = \frac{\partial u_1}{\partial u_0}^*\frac{\partial u_2}{\partial u_{1}}^*\ldots\frac{\partial J}{\partial u_n}^*.\]

Calculating from the right we find that for each link


\[y_i = \frac{\partial u_i}{\partial u_{i-1}}^*y_{i+1},\]

where


\[y_{n+1} = \frac{\partial J}{\partial u_n}^*.\]

and


\[y_1 = \frac{\mathrm{d} J}{\mathrm{d} u_0}^*\]

Each block only needs to find the transpose of its own gradient!
This is implemented in evaluate_adj().




Back to our example

Mathematically our normalisation block may be represented in index notation as


\[f(x_i) = \frac{x_i}{||x||}.\]

The Jacobian matrix consists of the entries


\[\frac{\partial f(x_i)}{\partial x_j} = \frac{1}{||x||} \delta_{ij} - \frac{x_i x_j}{||x||^3}\]


	evaluate_adj() takes a vector as input and returns the transpose of the Jacobian matrix

	multiplied with that vector:






\[\nabla f^* \cdot y = \sum_j \frac{\partial f(x_j)}{\partial x_i} y_j =
\sum_{j} \frac{1}{||x||} \delta_{ij} y_j -
\frac{x_i x_j}{||x||^3} y_j = \frac{y_i}{||x||} - \frac{x_i}{||x||^3} \sum_j x_j y_j\]

evaluate_adj_component() works as evaluate_adj(),
but computes only the component that corresponds to a single dependency (input).
In other words, given an index \(i\) evaluate_adj_component() computes
the component \(\left(\nabla f^* \cdot y\right)_i\).

By default, evaluate_adj() calls evaluate_adj_component() for each of the relevant components.

Now let us look at the implementation:

def evaluate_adj_component(self, inputs, adj_inputs, block_variable, idx, prepared=None):
    adj_input = adj_inputs[0]
    x = inputs[idx].vector()
    inv_xnorm = 1.0 / x.norm('l2')
    return inv_xnorm * adj_input - inv_xnorm ** 3 * x.inner(adj_input) * x





evaluate_adj_component() takes 5 arguments:


	inputs is a list of the inputs where we compute the derivative, i.e \(x\) in the above derivations.
This list has the same length as the list of dependencies.


	adj_inputs is a list of the adjoint inputs, i.e \(y_{i+1}\) above with this method representing the computation of \(y_i\).
This list has the same length as the list of outputs.


	block_variable is the block variable of the dependency (input) that we differentiate with respect to.


	idx is the index of the dependency, that we differentiate with respect to, in the list of dependencies.
Given a function output \(z = f(x, y)\), where the dependency list is [x, y], then \((\partial z/\partial x)^*\)
for idx == 0 and \((\partial z/\partial y)^*\) for idx == 1.


	prepared can be anything. It is the return value of prepare_evaluate_adj(),
which is run before evaluate_adj_component() is called for each relevant dependency
and the default return value is None.
If your implementation would benefit from doing some computations independent of the relevant dependencies,
you should consider implementing prepare_evaluate_adj().
For example, for solve() the adjoint equation is solved in prepare_evaluate_adj(),
and the adjoint solution is provided in the prepared parameter.




For more in-depth documentation on Blocks in pyadjoint, see




The overloading function

Now we are ready to define our overloaded function.
For simple functions, where the function return value is the output,
pyadjoint offers a convenience function for overloading.
For this example, we utilize this convenience function:

from pyadjoint.overloaded_function import overload_function
normalise = overload_function(normalise, NormaliseBlock)





[image: more info] download the overloaded module

That’s it! Now we are ready to use our function normalise with dolfin-adjoint.
Let us perform a taylor test to see if it works:

from fenics import *
from fenics_adjoint import *
from normalise_overloaded import normalise

from numpy.random import rand

mesh = UnitSquareMesh(10, 10)
V = FunctionSpace(mesh, 'CG', 1)

f = project(Expression('x[0]*x[1]', degree=1), V)

g = normalise(f)

J = assemble(g*dx)

h = Function(V)
h.vector()[:] = rand(h.vector().local_size())

taylor_test(ReducedFunctional(J, Control(f)), f, h)





[image: more info] download this test

This gives the output:

Running Taylor test
Computed residuals: [5.719808547999933e-06, 1.4356712128880207e-06, 3.596346874345e-07, 8.999840626988876e-08]
Computed convergence rates: [1.99424146695553, 1.9971213080328687, 1.9985608192605893]





It works.
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Debugging


Visualising the system

It is sometimes useful when debugging a problem to see dolfin-adjoint’s
interpretation of your forward system, and the other models it derives
from that. The visualise function
visualises the system as a graph using TensorFlow [https://www.tensorflow.org/]. To do this add

tape = get_working_tape()
tape.visualise()





This will create a log directory with TensorFlow event files. We can
then run TensorBoard, which comes bundled with TensorFlow, and point it
to this log directory:

tensorboard --logdir=log





By default the log directory is a directory log in the
current working directory. This can be changed by specifying a
directory in the logdir keyword argument to
visualise.

Finally, we can open http://localhost:6006/ in a web browser to view the
graph. To demonstrate, let us use a simplified version of our old
Burgers’ equation example:

from dolfin import *
from fenics_adjoint import *

n = 30
mesh = UnitSquareMesh(n, n)
V = VectorFunctionSpace(mesh, "CG", 2)

u = project(Expression(("sin(2*pi*x[0])", "cos(2*pi*x[1])"), degree=2),  V)
u_next = Function(V)
v = TestFunction(V)

nu = Constant(0.0001)

timestep = Constant(0.01)

F = (inner((u_next - u)/timestep, v)
     + inner(grad(u_next)*u_next, v)
     + nu*inner(grad(u_next), grad(v)))*dx

bc = DirichletBC(V, (0.0, 0.0), "on_boundary")

solve(F == 0, u_next, bc)

tape = get_working_tape()
tape.visualise()





Here we solve the equation for only one timestep.

[image: more info] Download the code to find graph.

Running TensorBoard and opening http://localhost:6006/ in our web
browser shows us the following graph:

[image: ../_images/simplified_burgers.png]
Each node corresponds to an elementary operation, and we see that the
structure is what we should expect: two functions, two constants and a
set of boundary conditions go into an equation and we get one function
out. To increase readability further we can add names to the functions:

from dolfin import *
from fenics_adjoint import *

n = 30
mesh = UnitSquareMesh(n, n)
V = VectorFunctionSpace(mesh, "CG", 2)

u = project(Expression(("sin(2*pi*x[0])", "cos(2*pi*x[1])"), degree=2),  V)
u_next = Function(V, name="u_next")
v = TestFunction(V)

nu = Constant(0.0001, name="nu")

timestep = Constant(0.01, name="dt")

F = (inner((u_next - u)/timestep, v)
     + inner(grad(u_next)*u_next, v)
     + nu*inner(grad(u_next), grad(v)))*dx

bc = DirichletBC(V, (0.0, 0.0), "on_boundary")

solve(F == 0, u_next, bc)

tape = get_working_tape()
tape.visualise()





The resulting graph is the following:

[image: ../_images/simplified_burgers_named.png]
Here we have expanded some of the nodes by double-clicking on them. We
see that it is indeed u_next that is found by the equation
solve.

[image: more info] Download the code to find the graph with names.

If we have a time loop, the graph can easily become large and difficult
to read. The name_scope factory
function can be used to make this easier. To demonstrate this, we add a
time loop to our example above:

from dolfin import *
from fenics_adjoint import *

n = 30
mesh = UnitSquareMesh(n, n)
V = VectorFunctionSpace(mesh, "CG", 2)

u = project(Expression(("sin(2*pi*x[0])", "cos(2*pi*x[1])"), degree=2),  V)
u_next = Function(V, name="u_next")
v = TestFunction(V)

nu = Constant(0.0001, name="nu")

timestep = Constant(0.01, name="dt")

F = (inner((u_next - u)/timestep, v)
     + inner(grad(u_next)*u_next, v)
     + nu*inner(grad(u_next), grad(v)))*dx

bc = DirichletBC(V, (0.0, 0.0), "on_boundary")

tape = get_working_tape()

t = 0.0
end = 0.05
while (t <= end):
    with tape.name_scope("Timestep"):
        solve(F == 0, u_next, bc)
        u.assign(u_next)
        t += float(timestep)

tape.visualise()





Here, we should note the line after we enter the while
loop. In this line we use a with statement together with
name_scope and a name for the
scope. This will ensure that all nodes corresponding to one time step
will be added to its own scope. After the time loop, we call
visualise and get the following
graph:

[image: ../_images/burgers_timesteps.png]
We can then expand the scopes as we like. Here we have expanded the
first time step:

[image: ../_images/burgers_timesteps_expanded.png]
[image: more info] Download the code to find the graph with name scopes.

In the next section we discuss parallelisation.
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Examples of using dolfin-adjoint


Sensitivity analysis



	Sensitivity analysis of the heat equation on a Gray’s Klein bottle
	Background

	Problem definition

	Implementation












Optimization examples



	Optimal control of the Poisson equation
	Problem definition

	Implementation

	Convergence order and mesh independence
	Moola Newton-CG

	Moola L-BFGS









	Dirichlet BC control of the Stokes equations
	Problem definition

	Implementation

	Results





	Topology optimisation of heat conduction problems governed by the Poisson equation
	Problem definition

	Implementation





	Topology optimisation of fluids in Stokes flow
	Problem definition

	Implementation





	Time-distributed controls
	Background

	Problem definition

	Implementation





	Time-dependent optimal control of the linear scalar wave equation
	Problem definition

	Discretization

	Implementation

	Comments





	Mathematical Programs with Equilibrium Constraints
	Problem definition

	Penalisation technique

	Implementation












Shape optimization examples



	Drag minimization over an obstacle in Stokes-flow
	Shape optimization

	Problem definition

	Implementation
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Frequently asked questions


	Q: I have a time-dependent control in my PDE-constrained
optimization problem: how do I define this?

A: Take a look the time-dependent wave example for how to
specify time-dependent controls and functionals.
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Expressing functionals

In the example presented in the tutorial, the quantity of interest was
evaluated at the end of the simulation. However, it is very common
to want to compute integrals over time, or evaluated at certain points
in time that are not the end. With dolfin-adjoint this is very straightforward.


Examples

To see how it works, we once again consider the Burgers equation example
from the tutorial:

from fenics import *
from fenics_adjoint import *

n = 30
mesh = UnitSquareMesh(n, n)
V = VectorFunctionSpace(mesh, "CG", 2)

u = project(Expression(("sin(2*pi*x[0])", "cos(2*pi*x[1])"), degree=2),  V)
control = Control(u)

u_next = Function(V)
v = TestFunction(V)

nu = Constant(0.0001)

timestep = Constant(0.01)

F = (inner((u_next - u)/timestep, v)
     + inner(grad(u_next)*u_next, v)
     + nu*inner(grad(u_next), grad(v)))*dx

bc = DirichletBC(V, (0.0, 0.0), "on_boundary")

t = 0.0
end = 0.1
while (t <= end):
    solve(F == 0, u_next, bc)
    u.assign(u_next)
    t += float(timestep)

J = assemble(inner(u, u)*dx)
dJdu, dJdnu = compute_gradient(J, [control, Control(nu)])





Here the functional considered was


\[J(u) = \int_{\Omega} \left\langle u(T), u(T) \right\rangle \ \textrm{d}\Omega.\]

Let us see how we have to change the program to accomedate different functionals with different time dependencies:
To do this we should change the forward code to compute part of \(J\)
at each time step and save the value to a list:

t = 0.0
end = 0.1
Jtemp = assemble(inner(u,u)*dx)
Jlist = [Jtemp]
while (t <= end):
    solve(F == 0, u_next, bc)
    u.assign(u_next)
    t += float(timestep)

    Jtemp = assemble(inner(u, u)*dx)
    Jlist.append(Jtemp)





Let us look at some specific functionals:


	Integration over all time:


\[J(u) = \int_0^T\int_{\Omega}\left\langle u(t),u(t)\right\rangle \ \textrm{d}\Omega \ \textrm{d}t\]

We need to perform the time integral numerically, for example by the trapezoidal rule:

J = 0
for i in range(1, len(Jlist)):
    J += 0.5*(Jlist[i-1] + Jlist[i])*float(timestep)





We could also use ready-made integration routines, but we have to make sure that the routine does
not change the type of the J. Jtemp and J have
type AdjFloat.

[image: more info] Download the code to find the full time integral.



	Integration over a certain time window:


\[J(u) = \int_{t_1}^{t_2}\int_{\Omega}\left\langle u(t),u(t)\right\rangle \ \textrm{d}\Omega \ \textrm{d}t\]

We can again use the trapezoidal rule. Compared to the full time integration we only have to change the looping range.
If we use our example with \(t_{1} = 0.03\) and
\(t_{2} = 0.07\), then we can write

J = 0
for i in range(4, 8):
    J += 0.5*(Jlist[i-1] + Jlist[i])*float(timestep)







	Integration from a certain point until the end:


\[J(u) = \int_{t_1}^{T}\int_{\Omega}\left\langle u(t),u(t)\right\rangle \ \textrm{d}\Omega \ \textrm{d}t\]

Again we only change the loop range. If we use our example with \(t_{1} = 0.03\) we can write

J = 0
for i in range(4,len(Jlist)):
    J += 0.5*(Jlist[i-1] + Jlist[i])*float(timestep)







	Pointwise evaluation in time:


\[J(u) = \int_{\Omega}\left\langle u(t_1),u(t_1)\right\rangle \ \textrm{d}\Omega\]

Here we only need to pick out the functional from the list, for example if \(t_1 = 0.03\):

J = Jlist[3]







	Pointwise evaluation at the start (e.g. for regularisation terms):


\[J(u) = \int_{\Omega}\left\langle u(0),u(0)\right\rangle \ \textrm{d}\Omega\]

Again we only need to pick out the functional from the list:

J = Jlist[0]







	Pointwise evaluation at the end:


\[J(u) = \int_{\Omega}\left\langle u(T),u(T)\right\rangle \ \textrm{d}\Omega\]

Here we only need to pick out the functional from the list:

J = Jlist[-1]







	And sums of these work too:


\[J(u) = \int_0^T\int_{\Omega}\left\langle u(t),u(t)\right\rangle \ \textrm{d}\Omega \ \textrm{d}t  + \int_{\Omega}\left\langle u(T),u(T)\right\rangle \ \textrm{d}\Omega\]

J = 0
for i in range(1, len(Jlist)):
    J += 0.5*(Jlist[i-1] + Jlist[i])*float(timestep)
J += JList[-1]







	Ratio of evaluation at different times


\[J(u) = \frac{\int_{\Omega}\left\langle u(t_2),u(t_2)\right\rangle \ \textrm{d}\Omega}{\int_{\Omega}\left\langle u(t_1),u(t_1)\right\rangle \ \textrm{d}\Omega}\]

for example with \(t_1 = 0\) and \(t_2 = 0.03\):

J = Jlist[3]*Jlist[0]**(-1)









In the next section we discuss how to use pyadjoint with functions other than FEniCS functions.
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Documentation for dolfin-adjoint 2019.1.0


Quickstart

Have you just discovered dolfin-adjoint and want to get up and running
quickly? Then, we suggest you



	Start by going through the first steps of the
dolfin-adjoint tutorial.


	Move on to look at the more detailed Stokes Dirichlet BC control example.


	Install dolfin-adjoint and its dependencies.







Next, feel free to take a look at the complete introduction to
dolfin-adjoint, more dolfin-adjoint
examples, an introduction to the
mathematical background of adjoints,
or the dolfin-adjoint
and pyadjoint API references.




Resources



  
    
      
         dolfin-adjoint manual 
The dolfin-adjoint manual describes
how to use dolfin-adjoint and the main features of dolfin-adjoint, and
includes introductory examples. For more use cases, see the
examples.
For technical details about the framework used by dolfin-adjoint,
see the pyadjoint documentation.

The mathematical background
Are you not that familiar with adjoints? Adjoints show up in many
applications, and in many computational techniques. You might be
interested in a mathematical introduction to adjoints and
their applications.






Examples of dolfin-adjoint usage
We have implemented and documented a number of examples using dolfin-adjoint.

Many more examples of dolfin-adjoint usage can be found in the
separate dolfin-adjoint applications repository [http://bitbucket.org/dolfin-adjoint/da-applications] on Bitbucket.

dolfin-adjoint API reference
Are you looking for the complete reference documentation? Look no
further, it is right here: dolfin-adjoint API reference, pyadjoint API reference.





  

    

      



Frequently asked questions:

Some questions are asked more often than others: take a look at our
Frequently asked questions before
seeking support.
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How to use dolfin-adjoint

Section author: Patrick E. Farrell <patrick.farrell@maths.ox.ac.uk>,
Simon W. Funke <simon@simula.no>
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	Features
	Choosing the optimisation algorithm
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Miscellaneous notes
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PDE-constrained optimisation

PDE-constrained optimisation problems are problems of the form:


\[ \begin{align}\begin{aligned}\min_{u,m} J(u, m)\\\mathrm{subject~to}\\F(u, m) = 0\\l_u \le m \le l_b\\g(m) \le 0\end{aligned}\end{align} \]

where \(m\) contains the optimisation variables, \(J\) is a
real valued objective functional, \(F(u, m) = 0\) is the PDE with
solution \(u\).  The bounds and inequality constraints can be used
to restrict the feasible optimisation variables.

For an introduction to the mathematics, see the chapter in the
mathematical background.


The reduced functional

While it is possible to solve the optimisation problem above directly,
we often prefer to form the so-called reduced problem.  Given that
for every \(m\) the PDE yields a unique solution \(u\), we can
define a solution operator \(u(m)\).  Substituting this operator
into the optimisation problem yields the reduced problem:


\[ \begin{align}\begin{aligned}\min_{m} J(u(m), m)\\\mathrm{subject~to}\\l_u \le m \le l_b\\g(m) \le 0\end{aligned}\end{align} \]

The advantage of solving this formulation is that the PDE-constraint
is exactly satisfied at each optimisation iteration.  In particular,
the optimisation loop can be terminated as soon as the functional is
sufficiently reduced by the optimisation algorithm, without any
feasibility iterations.

The functional in the reduced form can be seen as a function that only
depends on the optimisation variable m, that is:


\[\tilde J(m) := J(u(m), m)\]

The definition of this reduced functional \(\tilde J\) is the
first step of solving an optimisation problem with dolfin-adjoint.  It
is created with:

reduced_functional = ReducedFunctional(J, m)





where J is an AdjFloat and m is a
Control.

Important: ReducedFunctional works by replaying the
simulation record of dolfin-adjoint. Therefore, make sure that you
execute the forward model once before using it.




Solving the optimisation problem

Once the reduced functional is defined, we are only one step away from
solving the optimisation problem:

m_opt = minimize(reduced_functional)





or if a maximization problem is to be solved:

m_opt = maximize(reduced_functional)





By default, the optimisation problem is solved using limited memory
BFGS method with bound support.




Features

Important: Please make sure that you have scipy >= 0.11 installed.
Older scipy versions are only partly supported and require different
arguments. You can check your scipy version with

import scipy
print scipy.__version__






Choosing the optimisation algorithm

The optimisation module currently supports following optimisation
algorithms:


	CG:  The nonlinear conjugate gradient algorithm.


	BFGS:  The Broydenâ€“Fletcherâ€“Goldfarbâ€“Shanno (BFGS) method.


	L-BFGS-B:  A limited memory BFGS implementation with bound support.


	SLSQP:  The sequential least squares quadratic programming algorithm.


	TNC:  The truncated Newton algorithm with bound support.


	Nelder-Mead:  The Simplex algorithm (gradient-free).


	Newton-CG:  The truncated Newton algorithm.


	Anneal:  The simulated annealing method (gradient-free).


	COBYLA: Constrained optimization by linear approximation.


	Powell: The Powell’s method (gradient-free).




More details about the algorithms can be found on the scipy.optimize [http://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.minimize.html#scipy.optimize.minimize]
web page.

This list can be generated by calling:

print_optimization_methods()





By default, the framework uses the L-BFGS-B method.  A different
algorithm can be selected by adding the method argument to
minimize or maximize and providing one of the names from the list
above, e.g.:

m_opt = minimize(reduced_functional, method = 'SLSQP')








Callbacks

Often one wants to add a callback function that is executed after
every optimisation iteration, for example to save or plot the
functional or parameter values.  The optimisation framework provides
two ways how this can be achieved.


Option 1

One can attach callbacks functions to ReducedFunctional
object which are executed whenever the functional is evaluated.  There
are separate callbacks for functional evaluation and functional
gradient evaluation.

The following code example prints the functional value, functional
gradient and the associated scalar parameter:

def eval_cb(j, m):
  print "j = %f, m = %f." % (j, float(m))

def derivative_cb(j, dj, m):
  print "j = %f, dj = %f, m = %f." % (j, dj, float(m))

reduced_functional = ReducedFunctional(J, Control(nu),
                                       eval_cb = eval_cb,
                                       derivative_cb = derivative_cb)





In most gradient-based optimisation methods, the gradient is evaluated
at the beginning of a new optimisation iteration.  Hence, if one wants
to plot the progress of the optimisation, the derivative callback is
the natural choice.




Option 2

Alternatively, one can attach a callback function to the minimize (or
maximize) routine (see below). However, this callback takes only the
parameter value as an argument and therefore this method is not
suitable if one wants to plot the functional values during the
optimisation.

def iter_cb(m):
  print "m = ", m

m_opt = minimize(reduced_functional, method = 'SLSQP', callback = iter_cb)










Advanced optimisation options

Each optimisation algorithm supports different features and hence has
different configuration options.  To be able to access these options,
any arguments that are unknown to minimize or maximize will be
passed to the optimisation algorithm.

The most relevant options that can be used with all supported
optimisation methods are:


	tol: Tolerance for termination. For detailed control, use solver-specific options.


	options: A dictionary of solver options. All methods accept the following generic options:


	maxiter: Maximum number of iterations to perform.


	disp: Set to True to print convergence messages.


	gtol: The iteration loops stops if the gradient norm drops below this tolerance.








[image: more info] For method-specific options, see scipy’s function
show_options(‘minimize’, method).

For example:

m_opt = minimize(reduced_functional, method = 'SLSQP', tol = 1e-10, options = {'disp': True})








Multiple parameters

The optimisation module can handle multiple optimisation parameters.
Simply pass a list of parameters to ReducedFunctional:

reduced_functional = ReducedFunctional(J, [m1, m2, ...])
m_opt = minimize(reduced_functional)








Bounds

If the optimisation algorithm supports bounds of the form \(b_u <
m < b_u\) this functionality can be used by adding the bounds
argument to minimize or maximize.

reduced_functional = ReducedFunctional(J, m)
m_opt = minimize(reduced_functional, bounds = (m_lb, m_ub))





where m_lb and m_ub are objects of the same type than the
parameter that contain the lower and the upper bound values.

If the bounds are constants, a set of floats can be passed
alternatively, e.g.:

reduced_functional = ReducedFunctional(J, m)
m_opt = minimize(reduced_functional, bounds = (0.0, 1.0))





In the case where multiple parameters are optimised, the bound
parameter must consist of a list whose elements contains the bounds
for each parameter, i.e.

reduced_functional = ReducedFunctional(J, [m1, m2, ...])
m_opt = minimize(reduced_functional, bounds = [(m1_lb, m1_ub), (m2_lb, m2_ub), ...])





where each of the m1_lb, m1_ub, m2_lb, … are objects of the
same type as the parameter.






Example

The following example shows the code for solving the optimal control
of the heat equation:

""" Solves the optimal control problem for the heat equation """
from dolfin import *
from dolfin_adjoint import *

# Setup
n = 200
mesh = RectangleMesh(Point(-1, -1), Point(1, 1), n, n)
V = FunctionSpace(mesh, "CG", 1)
u = Function(V, name="State")
m = Function(V, name="Control")
v = TestFunction(V)

# Run the forward model once to create the simulation record
F = (inner(grad(u), grad(v)) - m*v)*dx
bc = DirichletBC(V, 0.0, "on_boundary")
solve(F == 0, u, bc)

# The functional of interest is the normed difference between desired
# and simulated temperature profile
x = SpatialCoordinate(mesh)
u_desired = exp(-1/(1-x[0]*x[0])-1/(1-x[1]*x[1]))
J = assemble((0.5*inner(u-u_desired, u-u_desired))*dx)

# Run the optimisation
reduced_functional = ReducedFunctional(J, Control(m))
# Make sure you have scipy >= 0.11 installed
m_opt = minimize(reduced_functional, method = "L-BFGS-B",
                 tol=2e-08, bounds = (-1, 1), options = {"disp": True})





[image: more info] Download the optimisation code.

This prints the following output that contains various information,
such as the final functional value:

$ python optimal_control.py
...
N    Tit     Tnf  Tnint  Skip  Nact     Projg        F
40401      6      8      6     0     0   8.869D-09   1.601D-05
F =   1.6009498922520026E-005

CONVERGENCE: NORM_OF_PROJECTED_GRADIENT_<=_PGTOL
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Parallel

Applying algorithmic differentiation tools to parallel source code is still
a major research area, and most adjoint codes that work in parallel manually adjoin the parallel
communication sections of their code.

One of the major advantages of the new high-level abstraction used in dolfin-adjoint is that
the problem of parallelism in adjoint codes simply disappears: indeed, there is not a single
line of parallel-specific code in dolfin-adjoint or pyadjoint. For more details on how this
works, see the papers.

Therefore, if your forward model runs in parallel, your adjoint will also, with no modification.
For example, let us take the adjoint verification program from the section on verification:

$ mpiexec -n 4 python tutorial4.py
...
Computed residuals: [8.7896393841476643e-07, 2.2008124728377051e-07, 5.5062931909424556e-08, 1.3771065246938211e-08]
Computed residuals: [8.7896393841476643e-07, 2.2008124728377051e-07, 5.5062931909424556e-08, 1.3771065246938211e-08]
Computed residuals: [8.7896393841476643e-07, 2.2008124728377051e-07, 5.5062931909424556e-08, 1.3771065246938211e-08]
Computed residuals: [8.7896393841476643e-07, 2.2008124728377051e-07, 5.5062931909424556e-08, 1.3771065246938211e-08]
Computed convergence rates: [1.9977677554998587, 1.9988828855094791, 1.9994412684498588]
Computed convergence rates: [1.9977677554998587, 1.9988828855094791, 1.9994412684498588]
Computed convergence rates: [1.9977677554998587, 1.9988828855094791, 1.9994412684498588]
Computed convergence rates: [1.9977677554998587, 1.9988828855094791, 1.9994412684498588]





In the next section we discuss how to express functionals with different time dependencies.
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pyadjoint API reference

See also the dolfin-adjoint API reference.


Core classes


	
class pyadjoint.Tape(blocks=None)

	The tape.

The tape consists of blocks, Block instances.
Each block represents one operation in the forward model.


	
add_block(block)

	Adds a block to the tape and returns the index.






	
visualise(output='log', launch_tensorboard=False, open_in_browser=False)

	Makes a visualisation of the tape as a graph using TensorFlow
or GraphViz. (Default: Tensorflow). If output endswith .dot,
Graphviz is used.


	Parameters

	
	output (str) – Directory where event files for TensorBoard is stored. Default log.


	launch_tensorboard (bool) – Launch TensorBoard in the background. Default False.


	open_in_browser (bool) – Opens http://localhost:6006/ in a web browser. Default False.

















	
class pyadjoint.Block

	Base class for all Tape Block types.

Each instance of a Block type represents an elementary operation in the
forward model.


	Abstract methods

	evaluate_adj()






	
classmethod pop_kwargs(kwargs)

	Takes in a dictionary of keyword arguments,
and pops the ones used by the Block-subclass cls






	
add_dependency(dep, no_duplicates=False)

	Adds object to the block dependencies.

Will also save the output if it has not been saved before. Which should only happen if the
BlockVariable was not created by a Block (but by the user).


	Parameters

	
	dep (OverloadedType) – The object to be added.


	no_duplicates (bool, optional) – If True, the dependency is only added if it is not already in the list.
Default is False.













	
add_output(obj)

	Adds object to the block output list.

Will also save the output.


	Parameters

	obj (BlockVariable) – The object to be added.










	
evaluate_adj(markings=False)

	Computes the adjoint action and stores the result in the adj_value attribute of the dependencies.

This method will by default call the evaluate_adj_component method for each dependency.


	Parameters

	markings (bool) – If True, then each block_variable will have set marked_in_path attribute indicating
whether their adjoint components are relevant for computing the final target adjoint values.
Default is False.










	
prepare_evaluate_adj(inputs, adj_inputs, relevant_dependencies)

	Runs preparations before evalute_adj_component is ran.

The return value is supplied to each of the subsequent evaluate_adj_component calls.
This method is intended to be overridden for blocks that require such preparations, by default there is none.


	Parameters

	
	inputs – The values of the inputs


	adj_inputs – The adjoint inputs


	relevant_dependencies – A list of the relevant block variables for evaluate_adj_component.






	Returns

	Anything. The returned value is supplied to evaluate_adj_component










	
evaluate_adj_component(inputs, adj_inputs, block_variable, idx, prepared=None)

	This method should be overridden.

The method should implement a routine for evaluating the adjoint of the block that corresponds to
one dependency.
If one considers the adjoint action a vector right multiplied with the Jacobian matrix,
then this method should return one entry in the resulting product, where the entry
returned is decided by the argument idx.


	Parameters

	
	inputs (list) – A list of the saved input values, determined by the dependencies list.


	adj_inputs (list) – A list of the adjoint input values, determined by the outputs list.


	block_variable (BlockVariable) – The block variable of the dependency corresponding to index idx.


	idx (int) – The index of the component to compute.


	prepared (object) – Anything returned by the prepare_evaluate_adj method. Default is None.






	Returns

	The resulting product.



	Return type

	An object of a type consistent with the adj_value type of block_variable










	
evaluate_tlm(markings=False)

	Computes the tangent linear action and stores the result in the tlm_value attribute of the outputs.

This method will by default call the evaluate_tlm_component method for each output.


	Parameters

	markings (bool) – If True, then each block_variable will have set marked_in_path attribute indicating
whether their tlm components are relevant for computing the final target tlm values.
Default is False.










	
prepare_evaluate_tlm(inputs, tlm_inputs, relevant_outputs)

	Runs preparations before evalute_tlm_component is ran.

The return value is supplied to each of the subsequent evaluate_tlm_component calls.
This method is intended to be overridden for blocks that require such preparations, by default there is none.


	Parameters

	
	inputs – The values of the inputs


	tlm_inputs – The tlm inputs


	relevant_outputs – A list of the relevant block variables for evaluate_tlm_component.






	Returns

	Anything. The returned value is supplied to evaluate_tlm_component










	
evaluate_tlm_component(inputs, tlm_inputs, block_variable, idx, prepared=None)

	This method should be overridden.

The method should implement a routine for computing the tangent linear model of the block that corresponds to
one output.
If one considers the tangent linear action as a Jacobian matrix multiplied with a vector,
then this method should return one entry in the resulting product, where the entry returned
is decided by the argument idx.


	Parameters

	
	inputs (list) – A list of the saved input values, determined by the dependencies list.


	tlm_inputs (list) – A list of the tlm input values, determined by the dependencies list.


	block_variable (BlockVariable) – The block variable of the output corresponding to index idx.


	idx (int) – The index of the component to compute.


	prepared (object) – Anything returned by the prepare_evaluate_tlm method. Default is None.






	Returns

	The resulting product.



	Return type

	An object of the same type as block_variable.saved_output










	
evaluate_hessian(markings=False)

	




	
prepare_evaluate_hessian(inputs, hessian_inputs, adj_inputs, relevant_dependencies)

	Runs preparations before evalute_hessian_component is ran for each relevant dependency.

The return value is supplied to each of the subsequent evaluate_hessian_component calls.
This method is intended to be overridden for blocks that require such preparations, by default there is none.


	Parameters

	
	inputs – The values of the inputs


	hessian_inputs – The hessian inputs


	adj_inputs – The adjoint inputs


	relevant_dependencies – A list of the relevant block variables for evaluate_hessian_component.






	Returns

	Anything. The returned value is supplied to evaluate_hessian_component










	
evaluate_hessian_component(inputs, hessian_inputs, adj_inputs, block_variable, idx, relevant_dependencies, prepared=None)

	This method must be overridden.

The method should implement a routine for evaluating the hessian of the block.
It is preferable that a “Forward-over-Reverse” scheme is used. Thus the hessians
are evaluated in reverse (starting with the last block on the tape).






	
recompute(markings=False)

	
	Recomputes the overloaded function with new inputs

	and stores the results in the checkpoint attribute of the outputs.





This method will by default call the recompute_component method for each output.


	Parameters

	markings (bool) – If True, then each block_variable will have set marked_in_path attribute indicating
whether their checkpoints need to be recomputed for recomputing the final target function value.
Default is False.










	
prepare_recompute_component(inputs, relevant_outputs)

	Runs preparations before recompute_component is ran.

The return value is supplied to each of the subsequent recompute_component calls.
This method is intended to be overridden for blocks that require such preparations, by default there is none.


	Parameters

	
	inputs – The values of the inputs


	relevant_outputs – A list of the relevant block variables for recompute_component.






	Returns

	Anything. The returned value is supplied to recompute_component










	
recompute_component(inputs, block_variable, idx, prepared)

	This method must be overridden.

The method should implement a routine for recomputing one output of the block in the forward computations.
The output to recompute is determined by the idx argument, which corresponds to the index
of the output in the outputs list.
If the block only has a single output, then idx will always be 0.


	Parameters

	
	inputs (list) – A list of the saved input values, determined by the dependencies list.


	block_variable (BlockVariable) – The block variable of the output corresponding to index idx.


	idx (int) – The index of the output to compute.


	prepared (object) – Anything returned by the prepare_recompute_component method. Default is None.






	Returns

	An object of the same type as block_variable.checkpoint which is determined by
OverloadedType._ad_create_checkpoint (often the same as block_variable.saved_output): The new output.














	
class pyadjoint.block_variable.BlockVariable(output)

	References a block output variable.






	
class pyadjoint.OverloadedType(*args, **kwargs)

	Base class for OverloadedType types.

The purpose of each OverloadedType is to extend a type such that
it can be referenced by blocks as well as overload basic mathematical
operations such as __mul__, __add__, where they are needed.


	Abstract methods:

	adj_update_value()






	
classmethod _ad_init_object(obj)

	This method will often need to be overridden.

The method should implement a way to reconstruct a new overloaded instance
from a (possibly) not-overloaded instance.


	Parameters

	obj – An instance of the original type



	Returns

	An overloaded instance which is considered the same as obj.



	Return type

	OverloadedType










	
_ad_convert_type(value, options={})

	This method must be overridden.

Should implement a way to convert the result of an adjoint computation, value,
into the same type as self.


	Parameters

	
	value (Any) – The value to convert. Should be a result of an adjoint computation.


	options (dict) – A dictionary with options that may be supplied by the user.
If the convert type functionality offers some options on how to convert,
this is the dictionary that should be used.
For an example see fenics_adjoint.types.Function






	Returns

	An instance of the same type as self.



	Return type

	OverloadedType










	
_ad_create_checkpoint()

	This method must be overridden.

Should implement a way to create a checkpoint for the overloaded object.
The checkpoint should be returned and possible to restore from in the
corresponding _ad_restore_at_checkpoint method.


	Returns

	
	A checkpoint. Could be of any type, but must be possible

	to restore an object from that point.









	Return type

	object










	
_ad_restore_at_checkpoint(checkpoint)

	This method must be overridden.

Should implement a way to restore the object at supplied checkpoint.
The checkpoint is created from the _ad_create_checkpoint method.


	Returns

	The object with same state as at the supplied checkpoint.



	Return type

	OverloadedType










	
adj_update_value(value)

	This method must be overridden.

The method should implement a routine for assigning a new value
to the overloaded object.


	Parameters

	value (object) – Should be an instance of the OverloadedType.










	
_ad_mul(other)

	This method must be overridden.

The method should implement a routine for multiplying the overloaded object
with another object, and return an object of the same type as self.


	Parameters

	other (object) – The object to be multiplied with this.
Should at the very least accept float and integer objects.



	Returns

	
	The product of the two objects represented as

	an instance of the same subclass of OverloadedType as the type
of self.









	Return type

	OverloadedType










	
_ad_imul(other)

	In-place multiplies self with other.

This method should be overridden if the default behaviour is not compatible with this OverloadedType.


	Parameters

	other (object) – The object to multiply self with.
Should at the very least accept float objects.



	Returns

	None










	
_ad_add(other)

	This method must be overridden.

The method should implement a routine for adding the overloaded object
with another object, and return an object of the same type as self.


	Parameters

	other (object) – The object to be added with this.
Should at the very least accept objects of the same type as self.



	Returns

	
	The sum of the two objects represented as

	an instance of the same subclass of OverloadedType as the type
of self.









	Return type

	OverloadedType










	
_ad_iadd(other)

	In-place adds other to self.

This method should be overridden if the default behaviour is not compatible with this OverloadedType.


	Parameters

	other (object) – The object to multiply self with.
Should at the very least accept objects of the same type as self.



	Returns

	None










	
_ad_dot(other)

	This method must be overridden.

The method should implement a routine for computing the dot product of
the overloaded object with another object of the same type, and return
a float.


	Parameters

	other (OverloadedType) – The object to compute the dot product with.
Should be of the same type as self.



	Returns

	The dot product of the two objects.



	Return type

	float










	
static _ad_assign_numpy(dst, src, offset)

	This method must be overridden.

The method should implement a routine for assigning the values from
a numpy array src to the checkpoint dst. dst should be an instance
of the implementing class.


	Parameters

	
	dst (obj) – The object which should be assigned new values.
The type will most likely be an OverloadedType or similar.


	src (numpy.ndarray) – The numpy array to use as a source for the assignment.
src should have the same underlying dimensions as dst.


	offset (int) – Start reading dst from offset.






	Returns

	
	obj: The dst object. If dst is mutable it is preferred to be the same

	instance as supplied to the function call. Otherwise a new instance
must be initialized and returned with the correct src values.





int: The new offset.





	Return type

	tuple










	
static _ad_to_list(m)

	This method must be overridden.

The method should implement a routine for converting m into a
list type. m should be an instance of the same type as the class
this method is implemented in. Although maybe the backend version
of this class, meaning it is not necessarily an OverloadedType.


	Parameters

	m (obj) – The object to be converted into a list.



	Returns

	A list representation of the data structure of m.



	Return type

	list










	
_ad_copy()

	This method must be overridden.

The method should implement a routine for copying itself.


	Returns

	A (deep) copy of self.



	Return type

	OverloadedType










	
_ad_dim()

	This method must be overridden.

The method should implement a routine for computing the number of components
of self.


	Returns

	The number of components of self.



	Return type

	int
















Core utility functions


	
pyadjoint.get_working_tape()

	




	
pyadjoint.set_working_tape(tape)

	




	
pyadjoint.tape.no_annotations(function)

	Decorator to turn off annotation for the decorated function.






	
class pyadjoint.stop_annotating

	




	
pyadjoint.annotate_tape(kwargs=None)

	Returns True if annotation flag is on, and False if not.

If kwargs is given, the function will try to extract the
annotate keyword. If the annotate keyword is not present it defaults to True.
If annotation has been paused, then it will always return False.


	Parameters

	kwargs (dict) – A dictionary of keyword arguments to extract from.
Note that this should be passed as a dictionary and not actual keyword arguments.





Returns: bool






	
pyadjoint.overloaded_type.create_overloaded_object(obj, suppress_warning=False)

	Creates an OverloadedType instance corresponding obj.

If an OverloadedType corresponding to obj has not been registered
through register_overloaded_type, a RuntimeWarning will be issued.


	Parameters

	
	obj (object) – The object to create an overloaded instance from.


	suppress_warning (bool, optional) – When set to True,
suppresses warning message when a suitable overloaded class is not found.
Default False.






	Returns

	OverloadedType










	
pyadjoint.overloaded_type.register_overloaded_type(overloaded_type, classes=None)

	Register an overloaded type for use in create_overloaded_object

Overloaded types used with this function should have implemented a classmethod _ad_create_object.
For usage as a decorator, OverloadedType should be the first base of overloaded_type, and classes
the second base.


	Parameters

	
	overloaded_type (type) – The OverloadedType subclass to register.


	classes (type, tuple, optional) – The original class/classes that this OverloadedType subclass


	overloads. – 






	Returns

	returns only overloaded_type such that it can be used as a decorator.



	Return type

	type












User interface


	
class pyadjoint.Control(control)

	Defines a control variable from an OverloadedType.

The control object references a specific node on the Tape.
For mutable OverloadedType instances the Control only represents
the value at the time of initialization.

Example

Given a mutable OverloadedType instance u.

>>> u = MutableFloat(1.0)
>>> float(u)
1.0
>>> c1 = Control(u)
>>> u.add_in_place(2.0)
>>> c2 = Control(u)
>>> float(u)
3.0
>>> c1.data()
1.0
>>> c2.data()
3.0





Now c1 represents the node prior to the add_in_place Block,
while c2 represents the node after the add_in_place Block.
Creating a ReducedFunctional with c2 as Control results in
a reduced problem without the add_in_place Block, while a ReducedFunctional
with c1 as Control results in a forward model including the add_in_place.


	Parameters

	control (OverloadedType) – The OverloadedType instance to define this control from.










	
pyadjoint.compute_gradient(J, m, options=None, tape=None, adj_value=1.0)

	Compute the gradient of J with respect to the initialisation value of m,
that is the value of m at its creation.


	Parameters

	
	J (AdjFloat) – The objective functional.


	m (list or instance of Control) – The (list of) controls.


	options (dict) – A dictionary of options. To find a list of available options
have a look at the specific control type.


	tape – The tape to use. Default is the current tape.






	Returns

	
	The derivative with respect to the control. Should be an instance of the same type as

	the control.









	Return type

	OverloadedType










	
pyadjoint.compute_hessian(J, m, m_dot, options=None, tape=None)

	Compute the Hessian of J in a direction m_dot at the current value of m


	Parameters

	
	J (AdjFloat) – The objective functional.


	m (list or instance of Control) – The (list of) controls.


	m_dot (list or instance of the control type) – The direction in which to compute the Hessian.


	options (dict) – A dictionary of options. To find a list of available options
have a look at the specific control type.


	tape – The tape to use. Default is the current tape.






	Returns

	
	The second derivative with respect to the control in direction m_dot. Should be an instance of

	the same type as the control.









	Return type

	OverloadedType










	
class pyadjoint.placeholder.Placeholder(obj)

	A class that functions as a placeholder for block variables (for dependencies).

This means that you can replace the dependency of a Block with another block variable
on the fly. Do note that Block outputs can not be placeholders.

The placeholders are useful when you require earlier values in the computational graph
to be values computed later in the computational graph from the previous recomputation.
This can be the case for the initial guess for iterative solvers.
If the recomputations are expected to only slightly change the solution,
then using the previously found solution as initial guess can significantly speed up the recomputation.


	Usage:

	>>> u = OverloadedType()
>>> p = Placeholder(u)
>>> v = annotated_operator(u)
>>> p.set_value(v)





Each recomputation will now use the previously computed v as input
to annotated_operator.










	
class pyadjoint.ReducedFunctional(functional, controls, scale=1.0, tape=None, eval_cb_pre=<function ReducedFunctional.<lambda>>, eval_cb_post=<function ReducedFunctional.<lambda>>, derivative_cb_pre=<function ReducedFunctional.<lambda>>, derivative_cb_post=<function ReducedFunctional.<lambda>>, hessian_cb_pre=<function ReducedFunctional.<lambda>>, hessian_cb_post=<function ReducedFunctional.<lambda>>)

	Class representing the reduced functional.

A reduced functional maps a control value to the provided functional.
It may also be used to compute the derivative of the functional with
respect to the control.


	Parameters

	
	functional (OverloadedType) – An instance of an OverloadedType,
usually AdjFloat. This should be the return value of the
functional you want to reduce.


	controls (list[Control]) – A list of Control instances, which you want
to map to the functional. It is also possible to supply a single Control
instance instead of a list.









	
__call__(values)

	Computes the reduced functional with supplied control value.


	Parameters

	values ([OverloadedType]) – If you have multiple controls this should be a list of
new values for each control in the order you listed the controls to the constructor.
If you have a single control it can either be a list or a single object.
Each new value should have the same type as the corresponding control.



	Returns

	
	The computed value. Typically of instance

	of AdjFloat.









	Return type

	OverloadedType










	
derivative(options={})

	Returns the derivative of the functional w.r.t. the control.

Using the adjoint method, the derivative of the functional with
respect to the control, around the last supplied value of the control,
is computed and returned.


	Parameters

	options (dict) – A dictionary of options. To find a list of available options
have a look at the specific control type.



	Returns

	
	The derivative with respect to the control.

	Should be an instance of the same type as the control.









	Return type

	OverloadedType










	
hessian(m_dot, options={})

	Returns the action of the Hessian of the functional w.r.t. the control on a vector m_dot.

Using the second-order adjoint method, the action of the Hessian of the
functional with respect to the control, around the last supplied value
of the control, is computed and returned.


	Parameters

	
	m_dot ([OverloadedType]) – The direction in which to compute the
action of the Hessian.


	options (dict) – A dictionary of options. To find a list of
available options have a look at the specific control type.






	Returns

	
	The action of the Hessian in the direction m_dot.

	Should be an instance of the same type as the control.









	Return type

	OverloadedType










	
optimize_tape()

	








	
class pyadjoint.reduced_functional_numpy.ReducedFunctionalNumPy(functional, controls=None, tape=None)

	This class implements the reduced functional for given functional and
controls based on numpy data structures.

This “NumPy version” of the pyadjoint.ReducedFunctional is created from
an existing ReducedFunctional object:
rf_np = ReducedFunctionalNumPy(rf = rf)






	
pyadjoint.taylor_test(J, m, h, dJdm=None, Hm=0)

	Run a taylor test on the functional J around point m in direction h.

Given a functional J, a point in control space m, and a direction in
control space h, the function computes the taylor remainders and
returns the convergence rate.


	Parameters

	
	J (reduced_functional.ReducedFunctional) – The functional to evaluate the taylor remainders of.
Must be an instance of ReducedFunctional, or something with a similar
interface.


	m (overloaded_type.OverloadedType) – The expansion points in control space. Must be of same type as the
control.


	h (overloaded_type.OverloadedType) – The direction of perturbations. Must be of same type as
the control.






	Returns

	The smallest computed convergence rate of the tested perturbations.



	Return type

	float












Overloaded objects


	
class pyadjoint.AdjFloat(*args, **kwargs)
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Documentation for pyadjoint

pyadjoint is a generic algorithmic differentiation framework.
The aim of this page is to introduce the reader to how pyadjoint works and how it can be used.
It can be useful to also have a look at the pyadjoint API.
We stress that this is not an algorithmic differentiation tutorial.
For an introduction to algorithmic differentiation see for example the book by Naumann [http://dx.doi.org/10.1137/1.9781611972078]


The core idea

In general, we will be interested in differentiating some output vector \(y \in \mathbb{R}^m\) with respect to
some input vector \(x \in \mathbb{R}^n\). Assuming we can decompose the forward computations into


\[y = f(x) = g_k \circ g_{k-1} \circ \cdots g_{1}(x),\]

then the derivative of the output in direction \(\hat{x}\) is


\[\frac{\mathrm{d}y}{\mathrm{d}x} \hat{x} = \frac{\partial g_{k}(w_{k-1})}{\partial w_{k-1}}
                                  \frac{\partial g_{k-1}(w_{k-2})}{\partial w_{k-2}}
                                  \cdots
                                  \frac{\partial g_{2}(w_1)}{\partial w_1}
                                  \frac{\partial g_{1}(x)}{\partial x} \hat{x},\]

for some intermediate solutions \(w_i, i = 1, 2, ..., k-1\).
In reverse mode algorithmic differentiation, we are interested in the adjoints:


\[\frac{\mathrm{d}y}{\mathrm{d}x}^* \bar{y} = \frac{\partial g_{1}(x)}{\partial x}^*
                                            \frac{\partial g_{2}(w_1)}{\partial w_1}^*
                                            \cdots
                                            \frac{\partial g_{k-1}(w_{k-2})}{\partial w_{k-2}}^*
                                            \frac{\partial g_{k}(w_{k-1})}{\partial w_{k-1}}^* \bar{y},\]

for some weights \(\bar{y} \in \mathbb{R}^m\).
In order to compute the adjoints we must somehow remember all the operations performed in the forward computations,
and either remember or recompute the intermediate variables.

In pyadjoint, the Tape class is responsible for remembering these operations.
The operations are stored in a list, and can be thought of as nodes in a directed acyclic graph.
The Tape objects thus offer ways to do graph manipulations and visualisations.

The operations or nodes are represented by instances of subclasses of Block.
These subclasses implement operation-specific methods, while the parent class, Block,
implements common methods for use with the tape.
These Block instances also keep track of their inputs and outputs,
which are represented by BlockVariable instances.

For all this to be set up correctly, we require a way to populate the Tape
and instantiate Block objects.
To achieve this, we create overloaded functions that replace original functions and
that are responsible for both of these tasks.
An overloaded function should, for the user, act exactly as the original function.

In addition, to deal with mutating data objects used as inputs/outputs,
all data types should have an overloaded counterpart.
The overloaded data-types should inherit from both the original data-type and the pyadjoint class OverloadedType.
OverloadedType ensures that the data-type has a BlockVariable instance attached,
and declares some abstract methods for interaction with pyadjoint API functions that should be implemented by
the specific data-types.

The core classes of pyadjoint are thus Tape, Block, BlockVariable and OverloadedType.
We will now discuss each class individually, starting with OverloadedType.




OverloadedType

The pyadjoint user-API provides several useful functions that act on the tape.
For example, the function taylor_test() for verifying implementation, and minimize() in the optimization subpackage for
minimizing functionals. To allow these functions to work without any knowledge of the structure of the data-types,
some logic is moved into abstract methods of the OverloadedType, and are expected to be implemented
for the individual data-types. At pyadjoint API you can see the individual abstract methods.
Some methods are more important than others, because some of the abstract methods are only required for specific functions,
while for instance OverloadedType._ad_create_checkpoint() and OverloadedType._ad_restore_at_checkpoint() are required for just working with the tape at all.

The OverloadedType class also has a single attribute, block_variable, which holds an instance of BlockVariable.
In addition it defines the method OverloadedType.create_block_variable() which sets block_variable attribute to a new
BlockVariable instance, and returns it. This is used when adding the data-type as an output to a block.
More information on that below.

To ensure that all pyadjoint specific methods are available, all data-type instances exposed to the end-user
must be converted to overloaded versions.
This is achieved through the create_overloaded_object() function,
which combines a dictionary mapping original data-types to overloaded data-types, and the individually implemented
OverloadedType._ad_init_object() method.

To populate the dictionary map, one must call register_overloaded_type().
This can conveniently be accomplished by using the function as a decorator when defining the overloaded data-type.
In that case, you must use OverloadedType as the first base class, and the original data-type as second base class.
Apart from implementing the abstract methods, one must also remember to call the constructor OverloadedType.__init__()
in the overloaded data-type constructor.




BlockVariable

To track intermediate solutions, pyadjoint employs the class BlockVariable.
Storing interm_sol = y does not guarantee that interm_sol remains the same until the end
of the program execution if y is a mutable type.
Thus, to ensure that the right values are kept, we create copies of the values used as input/output to operations.

Every time an instance of a data-type changes values, it should be assigned a new BlockVariable.
Hence, BlockVariable can be thought of as an identifier for a specific version of a specific data-type object.

The BlockVariable class is quite simple.
It holds a reference to the OverloadedType instance that created it, a checkpoint,
some attributes for storing values in adjoint and tangent linear sweeps, and some flags.

The checkpoint is a copy of the values of the data-type (OverloadedType) instance.
It does not have to be an exact copy of the instance.
All that is required is that it is possible to restore an instance of the same type with the same values
at a later point.
This is implemented in the OverloadedType._ad_create_checkpoint() and OverloadedType._ad_restore_at_checkpoint() methods in the OverloadedType class.
As an example, if a data-type was a function parameterised by a float, then a checkpont only requires storing this float,
and the restoring method can create the same function using the same parameter value.

The attribute tlm_value holds the derivative direction for the forward mode AD sweep.
This should be an instance of the same type as the corresponding OverloadedType instance.

The attribute adj_value holds the computed adjoint derivative action (can be thought of as the gradient).
The type is in theory up to the block implementations, but to ensure compatibility across different blocks it should
be an array-like type, such as a numpy array.
Also it must be ensured that the choice of inner product is consistent between blocks.
Thus, it is recommended that all blocks employ the \(l^2\) inner product, i.e \((u, v)_{l^2} = u^Tv\)
where \(u, v \in \mathbb{R}^n\).
If the gradient with some other inner-product is desired, one can use Riesz representation theorem
in the OverloadedType._ad_convert_type() method of OverloadedType.

The attribute hessian_value holds the computed hessian vector action.
This should have the same type as adj_value.




Block

Before we go into how Blocks are implemented, let us take a look at a basic implementation of an overloaded function.
Instead of using overload_function() we manually define the overloaded function in a similar way that the
pyadjoint function would automatically do for you.

backend_example_function = example_function
def example_function(*args, **kwargs):
    annotate = annotate_tape(kwargs)
    if annotate:
        tape = get_working_tape()
        b_kwargs = ExampleBlock.pop_kwargs(kwargs)
        b_kwargs.update(kwargs)
        block = ExampleBlock(*args, **b_kwargs)
        tape.add_block(block)

    with stop_annotating():
        output = backend_example_function(*args, **kwargs)
    output = create_overloaded_object(output)

    if annotate:
        block.add_output(output.create_block_variable())

    return output





Let us go line by line through this. First we store a reference to the original function,
then we start defining the overloaded function.
Since overloaded functions can take some extra keyword arguments, one should use varying length keyword arguments
in the function definition.
Then we pass the keyword arguments to the pyadjoint function annotate_tape().
This will try to pop the keyword argument annotate from the keyword arguments dictionary,
and return whether annotation is turned on. If annotation is turned on, we must add the operation to the tape.
We first fetch the current tape using get_working_tape(), then we pop block-specific keyword arguments
and merge them with the actual keyword arguments. These are then used when we instantiate the block, which
in our example is ExampleBlock. Then the block instance is added to the tape.

No matter if we annotate or not, we must run the original function.
To prevent the inner code of the original function to be annotated, we use the pyadjoint context manager stop_annotating().
After calling the original function, we convert the returned output to OverloadedType.
Finally, if we are annotating then we create a new block variable for the output and add it as output of the block.

We now focus on the implementation of the block (ExampleBlock in the case above).
The implementation of the constructor of the Block is largely up to the implementing user,
as the main requirement is that the overloaded function and the block constructor are on the same page
regarding how inputs/outputs are passed and what should be handled in the constructor and what is handled in the overloaded function.

For our example above, the constructor must first call the parent-class constructor, and also add the dependencies (inputs)
using the Block.add_dependency() method. This method takes a block variable as input and appends it to a list,
and thus it is important that all objects that are to be added to the dependencies should be an overloaded type.
Below we show an example of a block constructor.

class ExampleBlock(Block):
    def __init__(self, *args, **kwargs):
    super(ExampleBlock, self).__init__()
    self.kwargs = kwargs
    for arg in args:
        self.add_dependency(arg.block_variable)





Note that not necessarily all arguments need to be dependencies.
Only the inputs for which we wish to enable derivatives are strictly needed as dependencies.

Similarly to the dependencies, the output is also a list of block variables.
Although it is often not needed, we can obtain the list of dependencies or outputs using the Block.get_dependencies() and Block.get_outputs() methods.
It is important to note that the block only stores BlockVariable instances in these lists, and that to get the real values you need to access attributes of the BlockVariable.
For example, to restore the checkpoint and get the restored object, use x = block_variable.saved_output.

The core methods of Block that allow for recomputations and derivatives to be computed are
Block.recompute(), Block.evaluate_adj(), Block.evaluate_tlm() and Block.evaluate_hessian().
These methods are implemented in the abstract Block class, and by default delegate
to the abstract methods *_component() (i.e Block.evaluate_adj_component()).

We first inspect how Block.recompute() works.
The core idea is to use dependency checkpoints to compute new outputs and overwrite the output checkpoints with these new values.
In the most basic form, the recompute method can be implemented as follows.

def recompute(self, markings=False):
    x = self.get_dependencies()[0].saved_output
    y = backend_example_function(x)
    self.get_outputs()[0].checkpoint = y





Here we have assumed that there is only one real dependency, hence self.get_dependencies() is a list of
length one. Similarly we assume that this is the only input needed to the original function, and that the
output is given explicitly through the return value of the original function. Lastly, we assume that the
block has only one output and thus the length of self.get_outputs() is one.

The optional keyword argument markings is set to True when relevant block variables have been flagged.
In that case, the recompute implementation can do optimizations by not recomputing outputs that are not relevant for
what the user is interested in.

This unwrapping and working with attributes of BlockVariable instances may seem unnecessarily complicated,
but it offers great flexibility.
The Block.recompute_component() method tries to impose a more rigid structure,
but can be replaced by individual blocks by just overloading the Block.recompute() method directly.

The following is an example of the same implementation with Block.recompute_component()

def recompute_component(self, inputs, block_variable, idx, prepared):
    return backend_example_function(inputs[0])





Here the typically important variables are already sorted for you. inputs is a list of the new input values
i.e the same as making a list of the saved_output of all the dependencies.
Furthermore, each call to the Block.recompute_compontent() method is only for recomputing a single output,
thus alleviating the need for code that optimizes based on block variable flags when markings == True.
The block_variable parameter is the block variable of the output to recompute, while the idx is
the index of the output in the self.get_outputs() list.

Sometimes you might want to do something once, that is common for all output recomputations.
For example, your original function might return all the outputs, or you must prepare the input in a special way.
Instead of doing this repeatedly for each call to Block.recompute_component(),
one can implement the method Block.prepare_recompute_component(). This method by default returns None,
but can return anything. The return value is supplied to the prepared argument of Block.recompute_component().
For each time Block.recompute() is called, Block.prepare_recompute_component() is called once and
Block.recompute_component() is called once for each relevant output.

Now we take a look at Block.evaluate_tlm(). This method is used for the forward AD sweep and should
compute the Jacobian vector product. More precisely, using the decomposition above, the method should compute


\[\hat{w}_{i + 1} = \frac{\partial g_{i + 1}(w_i)}{\partial w_i} \hat{w}_i\]

where \(\hat{w}_i\) is some derivative direction, and \(g_{i+1}\) is the operation represented by the block.
In Block.evaluate_tlm(), \(\hat{w}_i\) has the same type as the function inputs (block dependencies) \(w_{i}\).
The following is a sketch of how Block.evaluate_tlm() can be implemented

def evaluate_tlm(self, markings=False):
    x = self.get_dependencies()[0].saved_output
    x_hat = self.get_dependencies()[0].tlm_value

    y_hat = derivative_example_function(x, x_hat)

    self.get_outputs()[0].add_tlm_output(y_hat)





We have again assumed that the example function only has one input and one output.
Furthermore, we assume that we have implemented some derivative function in derivative_example_function().
The last line is the way to propagate the derivative directions forward in the tape.
It essentially just adds the value to the tlm_value attribute of the output block variable,
so that the next block can fetch it using tlm_value.

As with the recompute method, pyadjoint also offers a default Block.evaluate_tlm() implementation,
that delegates to Block.evaluate_tlm_component() for each output.
In our case, with only one output, the component method could look like this

def evaluate_tlm_component(self, inputs, tlm_inputs, block_variable, idx, prepared):
    return derivative_example_function(inputs[0], tlm_inputs[0])





The prepared parameter can be populated in the Block.prepare_evaluate_tlm() method.

Block.evaluate_adj() is responsible for computing the adjoint action or vector Jacobian product.
Using the notation above, Block.evaluate_adj() should compute the following


\[\bar{w}_{i - 1} = \frac{\partial g_{i}(w_{i-1})}{\partial w_{i-1}}^* \bar{w}_i\]

where the adjoint operator should be defined through the \(l^2\) inner product.
Assuming \(g_{i} : \mathbb{R}^n \rightarrow \mathbb{R}^m\), then the adjoint should be defined by


\[(\frac{\partial g_{i}(w_{i-1})}{\partial w_{i-1}} u, v)_{\mathbb{R}^m} = (u, \frac{\partial g_{i}(w_{i-1})}{\partial w_{i-1}}^* v)_{\mathbb{R}^n}\]

for all \(u \in \mathbb{R}^n, v \in \mathbb{R}^m\). Where \((a, b)_{\mathbb{R}^k} = a^Tb\) for all \(a,b \in \mathbb{R}^k, k \in \mathbb{N}\).

Using the same assumptions as earlier the implementation could look similar to this

def evaluate_adj(self, markings=False):
    y_bar = self.get_outputs()[0].adj_value
    x = self.get_dependencies()[0].saved_output

    x_bar = derivative_adj_example_function(x, y_bar)

    self.get_dependencies()[0].add_adj_output(x_bar)





There is also a default implementation for Block.evaluate_adj(),
that calls the method Block.evaluate_adj_component() for each relevant dependency.
This method could be implemented as follows

def evaluate_adj_component(self, inputs, adj_inputs, block_variable, idx, prepared):
    return derivative_adj_example_function(inputs[0], adj_inputs[0])





If there is any common computations across dependencies, these can be implemented in
Block.prepare_evaluate_adj().




Tape

As we have seen, we store the created block instances in a Tape instance.
Each Tape instance holds a list of the block instances added to it.
There can exists multiple Tape instances, but only one can be the current working tape.
The working tape is the tape which is annotated to, i.e in which we will store any block instances created.
It is also the tape that is by default interacted with when you run different pyadjoint functions that rely on
a tape. The current working tape can be set and retrieved with the functions set_working_tape() and
get_working_tape().

Annotation can be temporarily disabled using pause_annotation() and enabled again using continue_annotation().
Note that if you call pause_annotation() twice, then continue_annotation() must be called twice
to enable annotation. Due to this, the recommended annotation control functions are stop_annotating and no_annotations().
stop_annotating is a context manager and should be used as follows

with stop_annotating():
    # Code without annotation
    ...





no_annotations() is a decorator for disabling annotation within functions or methods.
To check if annotation is enabled, use the function annotate_tape().

Apart from storing the block instances, the Tape class offers a few methods for interaction
with the computational graph. Tape.visualise() can be used to visualise the computational graph
in a graph format. This can be useful for debugging purposes. Tape.optimize() offers a way to
remove block instances that are not required for a reduced function. For optimizing the tape based on either
a reduced output or input space, use the methods Tape.optimize_for_functionals() and Tape.optimize_for_controls().
Because these optimize methods mutate the tape, it can be useful to use the Tape.copy() method to
keep a copy of the original list of block instances.
To add block instances to the tape and retrieve the list of block instances, use Tape.add_block() and Tape.get_blocks().

Other Tape methods are primarily used internally and users will rarely access these directly.
However, it can be useful to know and use these methods when implementing custom overloaded functions.
The tape instance methods that activate the Block.evaluate_adj() and Block.evaluate_tlm() methods are
Tape.evaluate_adj(), Tape.evaluate_tlm().
These methods just iterate over all the blocks and call the corresponding evaluate method of the block.
Usually some initialization is required, which is why these methods will likely not be called directly by the user.
For example, for the backward sweep (Tape.evaluate_adj()) to work, you must initialize your functional
adjoint value with the value 1. This is the default behaviour of the compute_gradient() function.

Similarly, to run the Tape.evaluate_tlm() properly, a direction, \(\hat{x}\), must be specified.
This can be done as follows

y = example_function(x)
x.block_variable.tlm_value = x_hat
tape = get_working_tape()
tape.evaluate_tlm()
dydx = y.block_variable.tlm_value





In a similar way, one can compute the gradient without using compute_gradient()

y = example_function(x)
y.block_variable.adj_value = y_bar
tape = get_working_tape()
tape.evaluate_adj()
grady = x.block_variable.adj_value





Where y_bar could be 1 if y is a float.
However, compute_gradient() also performs other convenient operations.
For example, it utilizes the markings flag in the Block.evaluate_adj() method.
The markings are applied using the context manager Tape.marked_nodes().
In addition, compute_gradient() converts adj_value to overloaded types using the
OverloadedType._ad_convert_type() method.
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First steps


Foreword

If you have never used the FEniCS system before, you should first read
their tutorial [http://fenicsproject.org/documentation].  If you’re not familiar with adjoints and their
uses, see the background.




A first example

Let’s suppose you are interested in solving the nonlinear
time-dependent Burgers equation:


\[\frac{\partial \vec u}{\partial t} - \nu \nabla^2 \vec u + \vec u \cdot \nabla \vec u = 0,\]

subject to some initial and boundary conditions.

A forward model that solves this problem with P2 finite elements might
look as follows:

from fenics import *

n = 30
mesh = UnitSquareMesh(n, n)
V = VectorFunctionSpace(mesh, "CG", 2)

u = project(Expression(("sin(2*pi*x[0])", "cos(2*pi*x[1])"), degree=2),  V)

u_next = Function(V)
v = TestFunction(V)

nu = Constant(0.0001)

timestep = Constant(0.01)

F = (inner((u_next - u)/timestep, v)
     + inner(grad(u_next)*u_next, v)
     + nu*inner(grad(u_next), grad(v)))*dx

bc = DirichletBC(V, (0.0, 0.0), "on_boundary")

t = 0.0
end = 0.1
while (t <= end):
    solve(F == 0, u_next, bc)
    u.assign(u_next)
    t += float(timestep)





[image: more info] You can download the source code and follow along as we
adjoin this code.

The first change necessary to adjoin this code is to import the
dolfin-adjoint module after loading FEniCS:

from fenics import *
from fenics_adjoint import *





The reason why it is necessary to do it afterwards is because
dolfin-adjoint overloads many of the dolfin API functions to
understand what the forward code is doing.  In this particular case,
the solve function and
assign method have been
overloaded:

 while (t <= end):
     solve(F == 0, u_next, bc)
     u.assign(u_next)





The dolfin-adjoint versions of these functions will record each step
of the model, building an annotation, so that it can symbolically
manipulate the recorded equations to derive the tangent linear and
adjoint models.  Note that no user code had to be changed: it happens
fully automatically.

In order to talk about adjoints, one needs to consider a particular
functional. While dolfin-adjoint supports arbitrary functionals, let
us consider a simple nonlinear example.  Suppose our functional of
interest is the square of the norm of the final velocity:


\[J(u) = \int_{\Omega} \left\langle u(T), u(T) \right\rangle \ \textrm{d}\Omega,\]

or in code:

J = assemble(inner(u, u)*dx),





where u is the final velocity.

Suppose we wish to compute the
gradient of \(J\) with respect to the initial condition for
\(u\), using the adjoint. Then since u is updated over time
we must tell dolfin-adjoint that we are interested in the initial value of :py:data`u` by adding:

control = Control(u)





after initializing u.
We can then add the following code to compute the gradient:

dJdu = compute_gradient(J, control)





This single function call differentiates the model, assembles each adjoint
equation in turn, and then uses the adjoint solutions to compute the
requested gradient.

If we wish instead to take the gradient with respect to the diffusivity
\(\nu\), we can write:

dJdnu = compute_gradient(J, Control(nu))





If we want both gradients we can write

dJdu, dJdnu = compute_gradient(J, [control, Control(nu)])





Now our whole program is

from fenics import *
from fenics_adjoint import *

n = 30
mesh = UnitSquareMesh(n, n)
V = VectorFunctionSpace(mesh, "CG", 2)

u = project(Expression(("sin(2*pi*x[0])", "cos(2*pi*x[1])"), degree=2),  V)
control = Control(u)

u_next = Function(V)
v = TestFunction(V)

nu = Constant(0.0001)

timestep = Constant(0.01)

F = (inner((u_next - u)/timestep, v)
     + inner(grad(u_next)*u_next, v)
     + nu*inner(grad(u_next), grad(v)))*dx

bc = DirichletBC(V, (0.0, 0.0), "on_boundary")

t = 0.0
end = 0.1
while (t <= end):
    solve(F == 0, u_next, bc)
    u.assign(u_next)
    t += float(timestep)

J = assemble(inner(u, u)*dx)
dJdu, dJdnu = compute_gradient(J, [control, Control(nu)])





Observe how the changes required from the original forward code to the
adjoined version are very small: with only three lines added to the
original code, we are able to compute the gradient information.

[image: more info] If you have been following along, you can download the
adjoined Burgers’ equation code and compare your results.

Once you have computed the gradient, how do you know if it is correct?

dolfin-adjoint offers easy routines to
rigorously verify the computed results, which is the topic of the
next section.







          

      

      

    

  

  
    
    Verification
    

    
 
  

    
      
          
            
  
Verification


Taylor remainder convergence test

The fundamental tool used in verification of gradients is the
Taylor remainder convergence test. Let \(\widehat{J}(m)\) be the functional, considered
as a pure function of the parameter of interest,
let \(\nabla \widehat{J}\) be its gradient, and let \(\delta m\) be a perturbation to
\(m\). This test is based on the observation that


\[\left|\widehat{J}(m + h\delta m) - \widehat{J}(m)\right| \rightarrow 0 \quad \mathrm{at} \ O(h),\]

but that


\[\left|\widehat{J}(m + h\delta m) - \widehat{J}(m) - h\nabla \widehat{J} \cdot \delta m\right| \rightarrow 0 \quad \mathrm{at} \ O(h^2),\]

by Taylor’s theorem. The quantity \(\left|\widehat{J}(m + h\delta m) - \widehat{J}(m)\right|\) is called the first-order
Taylor remainder (because it’s supposed to be first-order), and the quantity \(\left|\widehat{J}(m + h\delta m) - \widehat{J}(m) - h\nabla \widehat{J} \cdot \delta m\right|\)
is called the second-order Taylor remainder.

Suppose someone gives you two functions \(\widehat{J}\) and \(d\widehat{J}\), and claims that \(d\widehat{J}\) is the gradient of
\(\widehat{J}\). Then their claim can be rigorously verified by computing the second-order Taylor remainder for some
choice of \(h\) and \(\delta m\), then repeatedly halving \(h\) and checking that the result decreases
by a factor of 4.




Applying this in dolfin-adjoint

In the case of PDE-constrained optimisation, computing \(\widehat{J}(m)\) involves solving the PDE
for that choice of \(m\) to compute the solution \(u\), and then evaluating the functional \(J\).
The main function in dolfin-adjoint for applying the Taylor remainder convergence test is taylor_test.
To see how this works, let us again consider our example with Burgers’ equation:

from fenics import *
from fenics_adjoint import *

n = 30
mesh = UnitSquareMesh(n, n)
V = VectorFunctionSpace(mesh, "CG", 2)

u = project(Expression(("sin(2*pi*x[0])", "cos(2*pi*x[1])"), degree=2),  V)

u_next = Function(V)
v = TestFunction(V)

nu = Constant(0.0001)

timestep = Constant(0.01)

F = (inner((u_next - u)/timestep, v)
     + inner(grad(u_next)*u_next, v)
     + nu*inner(grad(u_next), grad(v)))*dx

bc = DirichletBC(V, (0.0, 0.0), "on_boundary")

t = 0.0
end = 0.1
while (t <= end):
    solve(F == 0, u_next, bc)
    u.assign(u_next)
    t += float(timestep)

J = assemble(inner(u, u)*dx)
dJdnu = compute_gradient(J, Control(nu))





As you can see, we here find the gradient only with respect to nu.
Now let’s see how to use taylor_test:
Instead of

dJdnu = compute_gradient(J, Control(nu))





we write

h = Constant(0.0001)
Jhat = ReducedFunctional(J, Control(nu))
conv_rate = taylor_test(Jhat, nu, h)





Here, h is the direction of perturbation.
h must be the same type as what we are differentiating with respect to, so in this case since nu is a Constant h must also be a Constant.
It is also a good idea to make sure that h is the same order of magnitude as nu, so that the perturbations are not too large.
Jhat is the functional reduced to a pure function of nu, it is a ReducedFunctional object.
We could also have taken the taylor test on the gradient with respect to the Function
u. In that case h must also be a Function.

h = Function(V)
h.vector()[:] = 0.1
conv_rate = taylor_test(ReducedFunctional(J, control), u, h)





where control is defined as

control = Control(u)





At the desired time in the code.
Here is the full program to check that we compute dJdnu correctly:

from fenics import *
from fenics_adjoint import *

n = 30
mesh = UnitSquareMesh(n, n)
V = VectorFunctionSpace(mesh, "CG", 2)

u = project(Expression(("sin(2*pi*x[0])", "cos(2*pi*x[1])"), degree=2),  V)

u_next = Function(V)
v = TestFunction(V)

nu = Constant(0.0001)

timestep = Constant(0.01)

F = (inner((u_next - u)/timestep, v)
     + inner(grad(u_next)*u_next, v)
     + nu*inner(grad(u_next), grad(v)))*dx

bc = DirichletBC(V, (0.0, 0.0), "on_boundary")

t = 0.0
end = 0.1
while (t <= end):
    solve(F == 0, u_next, bc)
    u.assign(u_next)
    t += float(timestep)

J = assemble(inner(u, u)*dx)
dJdnu = compute_gradient(J, nu)

h = Constant(0.0001)  # the direction of the perturbation
Jhat = ReducedFunctional(J, Control(nu))  # the functional as a pure function of nu
conv_rate = taylor_test(Jhat, nu, h)





[image: more info] Download the adjoint code with verification.

Running this program yields the following output:

$ python tutorial4.py
...
Computed residuals: [8.7896393952526051e-07, 2.2008124772799524e-07, 5.5062930799269294e-08, 1.3771065357994394e-08]
Computed convergence rates: [1.9977677544105585, 1.9988829175084986, 1.9994412277283045]





The first line gives the values computed for the second-order Taylor remainder. As you can see, each value is approximately one quarter of the previous one.
The second line gives the convergence orders of the second-order Taylor remainder: if the gradient has been computed correctly these numbers should be 2.
As we can see they are in fact very close to 2, so we are calculating the gradient correctly.

If you want to see if some object is the gradient you can pass the inner product of that object and the direction h with the named argument dJdm.
For example we may want to check that the convergence orders of the first-order Taylor remainder are 1. This is achieved by passing a proposed gradient 0:

conv_rate = taylor_test(Jhat, Constant(nu), h, dJdm = 0)





Adding this we get the output

$ python tutorial4.py
...
Computed residuals: [0.00025403832691939243, 0.00012723856418173085, 6.367425978393015e-05, 3.185089029200672e-05]
Computed convergence rates: [0.99751017666093167, 0.99875380873361586, 0.99937658413144936]





We see that the residuals are halved and the convergence rates are 1 as expected.

So, what if the Taylor remainders are not correct? Such a situation could occur if the model
manually modifies Function values, or if the model modifies the entries of assembled matrices and
vectors, or if the model is not differentiable, or if there is a bug in dolfin-adjoint. dolfin-adjoint offers ways to pinpoint
precisely where an error might lie; these are discussed in the next section on debugging.
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Sensitivity analysis of the heat equation on a Gray’s Klein bottle

Section author: Simon W. Funke <simon@simula.no>


Background

When working with computational models, it is often desirable to study the
impact of input parameters on a particular model output (the objective value).
The obvious approach to obtain this sensitivity information is to perturb each
input variable independently and observe how the objective value changes.
However, this approach quickly becomes infeasible if the number of input
variables grows or if the model is computationally expensive.

One of the key advantages of the adjoint method is that the computational cost
for obtaining sensitivities is nearly independent of the number of input
variables. This allows us to compute sensitivities with respect to millions
of input variables, or even with respect to entire input functions!

In the following example we consider a time-dependent model and apply
dolfin-adjoint to determine the sensitivity of the final solution with respect
to changes in its initial condition.




Problem definition

The partial differential equation for this example is the time-dependent heat-equation:


\[\begin{split}\frac{\partial u}{\partial t} - \nu \nabla^{2} u= 0
 \quad & \textrm{in }\phantom{r} \Omega \times (0, T), \\
u = g  \quad & \textrm{for } \Omega \times \{0\}.\end{split}\]

where \(\Omega\) is the spatial domain, \(T\) is the final time, \(u\)
is the unkown temperature variation, \(\nu\) is the thermal diffusivity, and
\(g\) is the initial temperature.

The objective value, the model output of interest, is the norm of the
temperature variable at the final time:


\[J(u) := \int_\Omega u(t=T)^2 \textrm{d} \Omega\]

The aim of this example is to compute the sensitivity of \(J\) with
respect to the initial condition \(g\), that is:


\[\frac{\textrm{d}J}{\textrm{d} g}\]

Note that we did not specify any boundary conditions for the heat equation
above.  The reason is that for this example the domain \(\Omega\) is a
closed manifold, that is a manifold without a boundary. More specifically the
domain is a 2D manifold embedded in 3D, the Gray’s Klein bottle [http://paulbourke.net/geometry/klein/] with parameters a = 2, n = 2 and m =
1. The meshed Klein bottle looks like this:

[image: ../../_images/klein-bottle.png]



Implementation

We start the implementation by importing the dolfin and
dolfin_adjoint modules.

from dolfin import *
from matplotlib.pyplot import show

from dolfin_adjoint import *

# Next we load a triangulation of the Klein bottle as a mesh file.
mesh = Mesh()
infile = XDMFFile(MPI.comm_world, 'klein.xdmf')
infile.read(mesh)





FEniCS natively supports solving partial differential equations on manifolds
[0E-EAJT13], so nothing else needs to be done here.  The code for
generating this mesh, can be found  in examples/klein/make_mesh.py in the
dolfin-adjoint source tree.

Next we create the required functions to solve the heat equation.  First we
define a discrete function space based on a linear, continuous finite element.
Then we create the solution, test and trial functions for the variational
formulation.  Finally, we define the initial temperature and the thermal
diffusivity coefficient.

# Function space for the PDE solution
V = FunctionSpace(mesh, "CG", 1)

# Solution at the current time level
u = Function(V)

# Solution at the previous time level
u_old = Function(V)

# Test function
v = TestFunction(V)

# Initial condition
g = interpolate(Expression("sin(x[2])*cos(x[1])", degree=2), V)

# Thermal diffusivity
nu = 1.0





Now we discretise the problem in time and implement the variational
formulation of the problem.  By multiplying the heat equation with a
testfunction \(v \in V\), integrating the Laplace term by parts, and
applying a backward Euler time-discretisation, the discrete problem reads:
Given \(u_{\textrm{old}} \in V\), find \(u \in V\) such that for all
\(v \in V\):


\[\frac{1}{\textrm{step}} \int_\Omega \left( u - u_{\textrm{old}} \right) v \textrm{d} \Omega
+ \nu \int_\Omega \nabla u \cdot \nabla v \textrm{d}\Omega = 0\]

or in code:

# Set the options for the time discretization
T = 1.
t = 0.0
step = 0.1

# Define the variational formulation of the problem
F = u * v * dx - u_old * v * dx + step * nu * inner(grad(v), grad(u)) * dx





The next step is to solve the time-dependent forward problem.

fwd_timer = Timer("Forward run")
fwd_time = 0

u_pvd = File("output/u.pvd")

# Execute the time loop
u_old.assign(g, annotate=True)
while t <= T:
    t += step

    fwd_timer.start()
    solve(F == 0, u)
    u_old.assign(u)
    fwd_time += fwd_timer.stop()

    u_pvd << u





At the beginning of the time loop, the initial condition \(g\) is copied
into \(u_{\textrm{old}}\). Note the annotate=True argument, which tells
dolfin-adjoint that this assignment is part of the forward model computation.
Without it, the model output would have no dependency on the initial condition
\(g\) and the sensitivity would just be 0.

At this point, we can compute the objective functional \(J\) and compute
the sensitivity with respect to the initial condition \(g\):

J = assemble(inner(u, u) * dx)
m = Control(g)

adj_timer = Timer("Adjoint run")
dJdm = compute_gradient(J, m, options={"riesz_representation": "L2"})
adj_time = adj_timer.stop()





Note that we set the “riesz_representation” option to “L2” in
compute_gradient().  It indicates that the gradient should not be
returned as an operator, that is not in the dual space \(V^*\), but
instead its Riesz representation in the primal space \(V\). This is
necessary to plot the sensitivities without seeing mesh dependent features.

Next we plot the computed sensitivity and print timing statistics comparing
the runtime of the forward and adjoint solves.

File("output/dJdm.pvd") << dJdm
plot(dJdm, title="Sensitivity of ||u(t=%f)||_L2 with respect to u(t=0)." % t)
show()

print("Forward time: ", fwd_time)
print("Adjoint time: ", adj_time)
print("Adjoint to forward runtime ratio: ", adj_time / fwd_time)





The example code can be found in examples/klein in the dolfin-adjoint
source tree, and executed as follows:

$ python klein.py
...
Forward time:  10.2843107
Adjoint time:  10.2380923
Adjoint to forward runtime ratio:  0.9955059311850623





Since the forward model is linear, the theoretical optimum of the adjoint and forward runtime ratio is 1.
Indeed, the observed value achieves this performances.

The following image on the left shows the initial temperature variation
\(u(t=0)\) and the image on the right the final temperature variation
\(u(t=1)\).  The diffusion of the initial temperature variation over the
time period is clearly visible.

[image: ../../_images/u_combined.png]
The next image shows the computed sensitivity \(\textrm{d} (\|u(t=1)\|) /
\textrm{d}(u(t=0))\):

[image: ../../_images/klein-sensitivity.png]
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Foreword

Written by Patrick E. Farrell


Why care about adjoints?

Far too often, maths books launch into their subject without
explaining to the novice reader why he or she should care about it in
the first place. So, before diving into the details, let’s take a few
minutes to motivate why adjoint techniques were invented.

Suppose an aeronautical engineer wishes to design a wing. The wing is
parametrised by a vector \(m\); for example, suppose each entry of
\(m\) is the coefficient of a Bézier curve. For any potential wing
design \(m\), the Euler equations can be solved, and the
lift-to-drag ratio \(J\) of the design computed.  With an adjoint,
the engineer can do far more: the adjoint computes the derivative of
the drag with respect to the design parameters. This can be used to
guide a human designer, or can be passed to an automated optimisation
algorithm to automatically compute an optimal
shape. [1M-Jam88] [1M-GP00].  In the literature, this
concept is referred to as adjoint design optimisation.

Suppose a meteorologist wishes to improve a forecast by constraining
the weather model to match atmospheric observations. The state of the
atmosphere at the initial time is partially known (from weather
stations), but in order to initialise the model an initial condition
for the whole world is required. For any guess of the (unknown)
initial state of the atmosphere \(m\), the Navier-Stokes and
related equations can be solved, and the weighted misfit \(J\)
between the observed values and the simulation results can be
computed. With an adjoint, the meteorologist can systematically
update their guess for the initial state of the atmosphere to match
the observations [1M-LDT86] [1M-TC87]. In the
literature, this concept is referred to as variational data
assimilation, 3D-Var and 4D-Var.

Suppose an oceanographer wishes to understand the impact of bottom
topography on transport through the Drake passage. Bottom topography
(the shape of the sea floor) is quite poorly known; many areas of the
world are sparsely observed, and observations from over a century ago
are still used in some places. The bottom topography is represented as
a scalar field \(m\), the Navier-Stokes and related equations are
solved, and the average net transport through the Drake passage
\(J\) computed. With an adjoint, the oceanographer can see where
the transport is most sensitive to the topography, and so quantify
where the uncertainty matters most [1M-LH07]. In the
literature, this concept is referred to as sensitivity analysis.

Suppose a nuclear engineer working for a government regulator wishes
to examine a proposed new nuclear reactor design. To do this, a
forward model of the Boltzmann transport equations will be used to
simulate the proposed design and verify its safety. However, all
simulations inherently come with discretisation errors, and unless
those errors are quantified, the simulations cannot be relied upon to
make decisions upon which millions of lives and billions of pounds
depend. With an adjoint, the engineer can quantify the impact of
discretisation errors on the criticality rate, and decide to what
extent the simulations may be trusted [1M-BR01]. In the
literature, this concept is referred to as goal-based error
estimation, or goal-based adaptivity.

Suppose a mathematician wishes to understand the stability of some
physical system. The traditional approach to this problem is to
linearise the operator and investigate its eigenvalues, which
determine the long-term behaviour of the system (as \(t
\rightarrow \infty\)). However, systems that are eigenvalue-stable can
exhibit unexpected transient growth of small perturbations, which in
turn can cause the system to become unstable (through nonlinear
effects) [1M-TTRD93]. By computing the singular value
decomposition of the tangent linear model, the transient growth of
the system to such perturbations can be quantified, and the optimally
growing perturbations identified [1M-FI96].  The
computation of the singular value decomposition in turn requires the
adjoint. In the literature, this approach is referred to as
generalised stability theory.

As you can see, adjoints show up in many applications, and in many
computational techniques.  One of the reasons why adjoints have a
reputation for being difficult is because their discussion is
performed in many different areas of science, usually with their own
specialised terminology.  Reading the literature, there are almost as
many ways to approach the topic as there are practitioners!  With this
introduction, I hope to strike to the heart of the matter, and clear
some of the confusion with the minimum of application– or
technique–specific lingo.




A note on the exposition

I have chosen to motivate adjoints via a discussion of
PDE-constrained optimisation for two reasons. The first is that this
approach encapsulates many important applications of adjoints in a
general way, and so the reader will be well-equipped to understand
much adjoint-related mathematics in the literature.  The second is the
elegance of the result: most people are amazed when they first learn
that it is possible to compute the gradient of a functional
\(\widehat{J}(m)\) in a cost independent of the number of
parameters \(\textrm{dim}(m)\)! The topic of adjoints is
intriguing, counterintuitive and beautiful; any exposition should try
to live up to that.

The focus of the exposition will be on getting the core ideas across,
and for this reason the discussion will sometimes neglect
technicalities. For example, I will implicitly assume that all
problems are well-posed, that all necessary derivatives exist and are
sufficiently smooth, etc. Occasionally, to build intuition, I will
refer to objects as matrices and vectors, although the exposition
holds in exactly the same way for their analogues in functional
analysis.  For an advanced in-depth technical treatment of
PDE-constrained optimisation, see the excellent book of Hinze et
al. [1M-HPUU09].




Notation

The notation is mostly inspired by Gunzburger [1M-Gun03].







	Symbol

	Meaning





	\(m\)

	the vector of parameters



	\(u\)

	the solution of the PDE



	\(F(u, m)\)

	the PDE relating \(u\) and \(m\): \(F \equiv 0\)



	\(J(u, m)\)

	a functional of interest



	\(\widehat{J}(m)\)

	the functional considered as a pure function of \(m\): \(\widehat{J}(m) = J(u(m), m)\)






In the next section, we introduce the
PDE-constrained optimisation problem and give a broad overview of how
it may be tackled.
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PDE-constrained optimisation


Problem statement

Let \(m\) be a vector of some parameters. For example, \(m\)
might be the values of an initial condition, or of a source term, or
of a boundary condition.


Feasibility

In optimisation, to say that a point \(m\) in parameter space is
feasible means that it satisfies all of the constraints on the
choice of parameters. To say that the pair \((u, m)\) is
feasible means that \(m\) is feasible, and that \(u\)
satisfies the relationship \(F(u, m) = 0\).



Let \(F(u, m) \equiv 0\) be a (system of) partial differential
equations that describe the physics of the problem of
interest. \(F\) is a vector expression (one entry for each
equation), with all terms in the equation gathered on to the left-hand
side. The idea is that, for any (feasible) choice of \(m \in \mathbb{R}^M\), the
PDE \(F\) can be solved to yield the solution \(u \in \mathbb{R}^U\). In other
words, the solution \(u\) can be thought of as an implicit
function \(u(m)\) of the parameters \(m\), related through
the PDE \(F(u, m) \equiv 0\). We never have an explicit expression
for \(u\) in terms of \(m\), but as we shall see, we can still
discuss its derivative \({\mathrm{d}u}/{\mathrm{d}m}\).

If the problem \(F(u, m)\) is time-dependent, this abstraction
still holds. In this case, think of \(u\) as a vector containing
all time values of all prognostic variables. In the discrete case,
\(u\) is a vector with the value of the solution at the first
timestep, then the value at the second timestep, and so on, for
however many timesteps are required.

Finally, let \(J(u, m)\) be a functional of interest. \(J\)
represents the quantity to be optimised: for example, the quality of a
design is to be maximised, or the misfit between observations and
computations is to be minimised.

A general statement of the PDE-constrained optimisation problem is
then given as follows: find the \(m\) that minimises \(J(u,
m)\), subject to the constraint that \(F(u, m) = 0\). For
simplicity, we suppose that there are no further constraints on the
choice of \(m\); there are well-known techniques for handling such
situations. If \(J\) is to be maximised instead of minimised, just
consider minimising the functional \(-J\).

Throughout this introduction, we shall implicitly consider the case
where the dimension of the parameter space is very large. This means
that we shall seek out algorithms that scale well with the dimension
of the parameter space, and discard those that do not. We shall also
generally assume that solving the PDE is very expensive: therefore,
we will seek out algorithms which attempt to minimise the number of
PDE solutions required. This combination of events – a large
parameter space, and an expensive PDE – is the most interesting,
common, practical and difficult situation, and therefore it is the one
we shall attempt to tackle head-on.


Functional

A functional is a function that acts on some vector space, and
returns a single scalar number.






Solution approaches

There are many ways to approach solving this problem. The approach
that we shall take here is to apply a gradient-based optimisation
algorithm, as these techniques scale to large numbers of parameters
and to complex, nonlinear, time-dependent PDE constraints.

To apply an optimisation algorithm, we will convert the
PDE-constrained optimisation problem into an unconstrained
optimisation problem. Let \(\widehat{J}(m) \equiv J(u(m), m)\) be
the functional considered as a pure function of the parameters
\(m\): that is, to compute \(\widehat{J}(m)\), solve the PDE
\(F(u, m) = 0\) for \(u\), and then evaluate \(J(u,
m)\). The functional \(\widehat{J}\) has the PDE constraint “built
in”: by considering \(\widehat{J}\) instead of \(J\), we
convert the constrained optimisation problem to a simpler,
unconstrained one. The problem is now posed as: find the \(m\)
that minimises \(\widehat{J}(m)\).

Given some software that solves the PDE \(F(u, m) = 0\), we have a
black box for computing the value of the functional
\(\widehat{J}\), given some argument \(m\). If we can only
evaluate the functional, and have no information about its
derivatives, then we are forced to use a gradient-free optimisation
algorithm such as a genetic algorithm. The drawback of such methods is
that they typically scale very poorly with the dimension of the
parameter space: even for a moderate sized parameter space, a
gradient-free algorithm will typically take hundreds or thousands of
functional evaluations before terminating. Since each functional
evaluation involves a costly PDE solve, such an approach quickly
becomes impractical.


Other approaches

No discussion of PDE-constrained optimisation would be complete
without mentioning the “oneshot” approach. Instead of starting with
some initial guess \(m\) and applying an optimisation algorithm,
the oneshot approach derives auxiliary equations that provide
necessary and sufficient conditions for finding an optimum. These
coupled equations are then solved, almost always with a matrix-free
approach. The necessary and sufficient conditions are referred to as
the KKT conditions, and the system referred to as the KKT system,
after Karush, Kuhn and Tucker, the mathematicians who derived the
optimality system [2M-Kar39] [2M-KT51].
Interestingly, one of the equations in the KKT system is the adjoint
equation, which will be derived in a different way in the next
section.



By contrast, optimisation algorithms that can exploit information
about the derivatives of \(\widehat{J}\) can typically converge
onto a local minimum with one or two orders of magnitude fewer
iterations, as the gradient provides information about where to step
next in parameter space. Therefore, if evaluating the PDE solution is
expensive (and it usually is), then computing derivative information
of \(\widehat{J}\) becomes very important for the practical
solution of such PDE-constrained optimisation problems.

So, how should the gradient
\({\mathrm{d}\widehat{J}}/{\mathrm{d}m}\) be computed? There are
three main approaches, each with their own advantages and
disadvantages. Discussing these strategies is the topic of the
next section.

References


	2M-Kar39

	W. Karush. Minima of functions of several variables with inequalities as side constraints. Master’s thesis, University of Chicago, Chicago, IL, USA, 1939.



	2M-KT51

	H. W. Kuhn and A. W. Tucker. Nonlinear programming. In Proceedings of 2nd Berkeley Symposium, 481–492. University of California Press, 1951.













          

      

      

    

  

  
    
    Differentiating functionals
    

    
 
  

    
      
          
            
  
Differentiating functionals


Finite differencing

The definition of the derivative
\(\mathrm{d}\widehat{J}/\mathrm{d}m\) is


\[\frac{\mathrm{d}\widehat{J}}{\mathrm{d}m_i} = \lim_{h \rightarrow 0} \ \frac{\widehat{J}(m + he_i) - \widehat{J}(m)}{h}\]

where \(e_i\) is the vector with 0 in all entries except for 1 in
the \(i^{\mathrm{th}}\) entry.  Each component of the gradient
vector \(\mathrm{d}\widehat{J}/\mathrm{d}m\) is the derivative of
the functional \(\widehat{J}\) with respect to the corresponding
component of \(m\). A simple idea for approximating the derivative
is to compute each component of the gradient as


\[\frac{\mathrm{d}\widehat{J}}{\mathrm{d}m_i} \approx \frac{\widehat{J}(m + he_i) - \widehat{J}(m)}{h}\]

for some small choice of \(h\). The advantage of this approach is
that it is very straightforward: it still only requires a black-box
evaluator for \(\widehat{J}\), and the approximation of the
gradients can be done entirely within the optimisation algorithm.


When finite differencing is useful

In the PDE-constrained optimisation case, finite differencing isn’t
very useful for computing the gradient of the functional. However,
it is very useful for rigorously verifying gradients computed
with another approach. For more details, see the section of the
dolfin-adjoint documentation on verifying functional gradients.



However, this approach suffers from several serious drawbacks. One
problem is that it is not obvious how to choose an appropriate value
for \(h\): choose \(h\) too large, and the finite difference
will not approximate the limit value; choose \(h\) too small, and
numerical precision will destroy the accuracy of the approximation. A
more serious problem, however, is that this approximation requires one
functional evaluation for each degree of freedom in the parameter
space.  When each functional evaluation requires an expensive PDE
solve, this approach quickly becomes impractical, and a more
intelligent algorithm is required.




The tangent linear approach

Recall that \(\widehat{J}(m)\) is the functional considered as a
pure function of \(m\):


\[\widehat{J}(m) = J(u(m), m).\]

Let us apply the chain rule to \(\widehat{J}(m)\):


\[\underset{\scriptsize{1 \times M}}{\frac{\mathrm{d}\widehat{J}}{\mathrm{d}m}} =
\underset{\scriptsize{1 \times U}}{\frac{\partial J}{\partial u}}
\underset{\scriptsize{U \times M}}{\frac{\mathrm{d}u}{\mathrm{d}m}} +
\underset{\scriptsize{1 \times M}}{\frac{\partial J}{\partial m}}.\]

Let us inspect each term of this relationship, and build up some
intuition about each.  \({\partial J}/{\partial m}\) and
\({\partial J}/{\partial u}\) are typically very straightforward
to compute: \(J\) is usually a simple closed-form expression in
terms of \(u\) and \(m\), and so their differentiation by hand
is generally trivial. Both of these quantities are vectors, with
dimensions of the parameter space and solution space respectively. By
contrast, the solution Jacobian \({\mathrm{d}u}/{\mathrm{d}m}\) is
rather difficult to compute.  This object is a massive dense matrix,
of dimensions (solution space \(\times\) parameter space), and as
such it is unlikely to fit in memory. However, let us temporarily
suppose that the number of parameters is small, and that we would like
to compute \({\mathrm{d}\widehat{J}}/{\mathrm{d}m}\) using the
relationship above.

With the PDE \(F(u, m) = 0\), we have an relationship for
\(u\) as an implicit function of \(m\).  If we take the total
derivative of this equation with respect to \(m\), we will have a
relationship for the solution Jacobian
\({\mathrm{d}u}/{\mathrm{d}m}\):


\[\begin{split}& \frac{\mathrm{d}}{\mathrm{d}m} F(u, m) = \frac{\mathrm{d}}{\mathrm{d}m} 0 \\
\implies & \frac{\partial F(u, m)}{\partial u} \frac{\mathrm{d}u}{\mathrm{d}m} + \frac{\partial F(u, m)}{\partial m} = 0 \\
\implies &
\underset{\scriptsize{U \times U}}{\frac{\partial F(u, m)}{\partial u}}
\underset{\scriptsize{U \times M}}{\frac{\mathrm{d}u}{\mathrm{d}m}} =
\underset{\scriptsize{U \times M}}{-\frac{\partial F(u, m)}{\partial m}}.\end{split}\]


The tangent linear system

The tangent linear system is the same idea as the forward mode of
algorithmic or automatic differentiation.



This last relationship is the tangent linear equation (or tangent
linear system) associated with the PDE \(F(u, m) = 0\). Let us
carefully consider each term in the tangent linear system, and build
up some intuition about each.

\({\mathrm{d}u}/{\mathrm{d}m}\) is the solution Jacobian again,
with which we can compute the functional gradient
\({\mathrm{d}\widehat{J}}/{\mathrm{d}m}\). It is the prognostic
variable of this equation, the unknown quantity in the tangent linear
system.

Now consider \({\partial F(u, m)}/{\partial u}\). Since \(F\)
is a vector expression, its derivative with respect to \(u\)
\(m\) is an operator (a matrix); this operator acts on the
solution Jacobian, and therefore must be inverted or
solved. \(F(u, m)\) may have been nonlinear in \(u\), but
\({\partial F(u, m)}/{\partial u}\) is always linear. In other
words, \({\partial F(u, m)}/{\partial u}\) is the linearisation
of the equation operator, linearised about a particular solution
\(u\). If \(F(u, m)\) happened to be linear in the first
place, and so \(F(u, m) \equiv A(m)u - b(m)\) for some operator
\(A(m)\), then \({\partial F(u, m)}/{\partial u}\) is just the
operator \(A(m)\) back again.

Finally, consider the term \({\partial F(u, m)}/{\partial
m}\). Like \({\mathrm{d}u}/{\mathrm{d}m}\), this is a matrix of
dimension (solution space \(\times\) parameter space). This term
acts as the source term for the tangent linear system; each column of
\({\partial F(u, m)}/{\partial m}\) provides the source term for
the derivative of \(u\) with respect to one scalar entry in the
parameter vector.

So, when is solving the tangent linear system a sensible approach?
To answer this question, notice that we had to specify some parameter
\(m\) to construct the tangent linear system, but that the
functional \(J\) does not appear at all.  In other words, for a
given parameter (input), the tangent linear solution can be used to
easily compute the gradient of any functional. This means that
solving the tangent linear system makes sense when there are a small
number of parameters (inputs), and a large number of functionals of
interest (outputs). However, this is generally not the case in
PDE-constrained optimisation. Is there a better way?




The adjoint approach

Let us rephrase the tangent linear approach to computing the
gradient. We start by fixing our choice of parameter \(m\), and
then solve for the solution Jacobian
\({\mathrm{d}u}/{\mathrm{d}m}\) associated with that choice of
\(m\). With this quantity in hand, we take its inner product with
a source term \({\partial J}/{\partial u}\) particular to the
functional \(J\), and can then compute the gradient
\({\mathrm{d}\widehat{J}}/{\mathrm{d}m}\).

Notice that we first fixed the parameter \(m\), (the “denominator”
of the gradient \({\mathrm{d}\widehat{J}}/{\mathrm{d}m}\)) and
then chose which functional we wished to compute the gradient of
(the “numerator” of the gradient). Is there a way where we could do
the opposite: first fix the functional \(J\), and then choose
which parameter to take the gradient with respect to? The answer is
yes, and that approach is referred to as the adjoint approach.

Suppose the tangent linear system is invertible. Then we can rewrite
the solution Jacobian as


\[\frac{\mathrm{d}u}{\mathrm{d}m} = - \left(\frac{\partial F(u, m)}{\partial u}\right)^{-1}
\frac{\partial F(u, m)}{\partial m}.\]

We usually could not compute this expression (computing the inverse of
the operator \({\partial F(u, m)}/{\partial u}\) is prohibitive),
but we can still use it and reason about it. Let us substitute this
expression for the solution Jacobian into the expression for the
gradient of \(\widehat{J}\):


\[\begin{split}& \frac{\mathrm{d}\widehat{J}}{\mathrm{d}m} = \frac{\partial J}{\partial u} \frac{\mathrm{d}u}{\mathrm{d}m} + \frac{\partial J}{\partial m}.\\
\implies & \frac{\mathrm{d}\widehat{J}}{\mathrm{d}m} = - \frac{\partial J}{\partial u} \left(\frac{\partial F(u, m)}{\partial u}\right)^{-1} \frac{\partial F(u, m)}{\partial m} + \frac{\partial J}{\partial m}.\end{split}\]


The adjoint of a matrix

The notation \(A^*\) means to take the transpose of \(A\),
\(A^T\), and take the complex conjugate of each entry. If the
matrix \(A\) is composed entirely of real numbers, then the
adjoint is just the transpose. Other words for the adjoint are the
Hermitian and the conjugate transpose.



Now let’s take the adjoint (Hermitian transpose) of the above equation:


\[\underset{\scriptsize{M \times 1}}{\frac{\mathrm{d}\widehat{J}}{\mathrm{d}m}^*} =
  -\underset{\scriptsize{M \times U}}{\frac{\partial F}{\partial m}^*}
  \underset{\scriptsize{U \times U}}{\frac{\partial F}{\partial u}^{-*}}
  \underset{\scriptsize{U \times 1}}{\frac{\partial J}{\partial u}^{*}}
  +
  \underset{\scriptsize{M \times 1}}{\frac{\partial J}{\partial m}^*}\]

Let us gather the solution of the inverse Jacobian acting on a vector, and define it
to be a new variable:


\[\begin{split}& \lambda = \left(\frac{\partial F(u, m)}{\partial u}\right)^{-*} \frac{\partial J}{\partial u}^* \\
\implies & \left(\frac{\partial F(u, m)}{\partial u}\right)^{*} \lambda = \frac{\partial J}{\partial u}^*.\end{split}\]


The adjoint system

The adjoint system is the same idea as the reverse mode of
algorithmic or automatic differentiation.

Another word for “adjoint” used in the literature is “dual”: people
refer to the dual system, the dual solution, etc.



This relationship is the adjoint equation (or adjoint system)
associated with the PDE \(F(u, m) = 0\). Again, let us carefully
consider each term in the adjoint equation and build up some intuition
about each.

\(\lambda\) is the adjoint variable associated with
\(u\). Each component of the solution \(u\) will have a
corresponding adjoint variable. For example, if \(F\) is the
Navier-Stokes equations, and \(u\) is the tuple of velocity and
pressure, then \(\lambda\) is the tuple of adjoint velocity and
adjoint pressure. Similarly, if the problem is time-dependent, the
adjoint is also time-dependent, with each variable through time having
a corresponding adjoint value.

\(\left({\partial F(u, m)}/{\partial u}\right)^{*}\) is the
adjoint of the tangent linear operator. Commonly, this is referred
as the “adjoint operator”. By taking the transpose, we reverse the
flow of information in the equation system. For example, if a tracer
is advected downstream (and so information about upstream conditions
is advected with it), the adjoint PDE advects information in the
reverse sense, i.e. upstream. This extends to the temporal propagation
of information: if \(F(u, m)\) is a time-dependent PDE (and so
propagates information from earlier times to later times), the adjoint
PDE runs backwards in time (propagates information from later times
to earlier times). This property will be examined in more detail in
the next section.

\({\partial J}/{\partial u}\) is the source term for the adjoint
equation. It is this source term that makes an adjoint solution
specific to a particular functional. Just as one cannot speak of the
tangent linear solution without referring to a particular choice of
parameter, one cannot speak of the adjoint solution without referring
to a specific choice of functional.

As the tangent linear operator is always linear, the adjoint is linear
in \(u\) also, and so the adjoint equation is always linear in
\(\lambda\). This property will also be examined in more detail in
the next section.

So, to compute the functional gradient
\({\mathrm{d}\widehat{J}}/{\mathrm{d}m}\), we first solve the
adjoint equation for \(\lambda\) (fixing the “nominator” of the
gradient, as the adjoint is specific to the functional), and then take
its inner product with respect to \(-{\partial F(u, m)}/{\partial
m}\) to compute the gradient with respect to a particular parameter
\(m\) (fixing the “denominator” of the gradient). This is
precisely the dual approach to that of computing
\({\mathrm{d}\widehat{J}}/{\mathrm{d}m}\) using the tangent linear
approach, and has precisely the dual scaling: for a given functional
(output), the adjoint solution can be used to easily compute the
gradient with respect to any parameter. Therefore, solving the
adjoint system is extremely efficient when there are a small number
of functionals (outputs), and a large number of parameters
(inputs). This is precisely the case we are considering in
PDE-constrained optimisation: there is one functional (output) of
interest, but many parameters.

So, with some knowledge of the chain rule and some transposition,
we have devised an algorithm for computing the gradient
\({\mathrm{d}\widehat{J}}/{\mathrm{d}m}\) that is extremely
efficient for our case where we have many parameters and only one
functional.




Summary

A sketch of the solution approach for the PDE-constrained optimisation
problem is therefore:


	Start with some initial guess for the parameters \(m\).


	Compute the functional \(\widehat{J}(m)\) (using the forward model) and its gradient (using the adjoint model).


	Pass these values to an optimisation algorithm.
This algorithm returns a new point in parameter space with a better functional value.


	If the gradient is zero, or if the maximum number of iterations has been reached, terminate. Otherwise, go to step 2.




Of course, PDE-constrained optimisation is a much richer field than
the simple sketch above would suggest.  Much work is focussed on
exploiting particular properties of the equations or the functional,
ensuring the gradient is represented with the correct Riesz representer,
or imposing additional constraints on the parameter space, or
exploiting advanced forward modelling concepts such as error
estimation, goal-based adaptivity and reduced-order
modelling. Nevertheless, although complications proliferate, the above
algorithm captures the key idea of many approaches used for solving
problems of enormous importance.

With the adjoint and tangent linear equations now introduced, let us
examine them more thoroughly, in the next section.
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Properties of the adjoint equations

The adjoint equations have a reputation for being
counterintuitive. When told the adjoint equations run backwards in
time, this can strike the novice as bizarre. Therefore, it is worth
taking some time to explore these properties, until it is obvious
that the adjoint system should run backwards in time, and (more
generally) reverse the propagation of information. In fact, these
supposedly confusing properties are induced by nothing more exotic
than simple transposition.


The adjoint reverses the propagation of information


A simple advection example

Suppose we are are solving a one-dimensional advection-type equation
on a mesh with three nodes, at \(x_0=0\), \(x_1=0.5\), and
\(x_2=1\).  The velocity goes from left to right, and so we impose
an inflow boundary condition at the left-most node \(x_0\). A
simple sketch of the linear system that might describe this
configuration could look as follows:


\[\begin{split}\begin{pmatrix} 1 & 0 & 0 \\
                a & b & 0 \\
                c & d & e \end{pmatrix}
\begin{pmatrix} u_0 \\ u_1 \\ u_2 \end{pmatrix}
=
\begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix},\end{split}\]

where \(a, b, c, d\) and \(e\) are some coefficients of the
matrix arising from a discretisation of the equation. The equation for
\(u_1\) does not depend on \(u_2\), as information is flowing
from left to right.  The structure of the matrix dictates the
propagation of information of the system: first \(u_0\) is set to
the boundary condition value, then \(u_1\) may be computed, and
then finally \(u_2\). The lower-triangular nature of the matrix
reflects the rightward propagation of information.

Notice that \(u_0\) is prescribed: that is, the value of
\(u_0\) does not depend on the values at any other nodes; all
off-diagonal entries on the row for \(u_0\) are zero. Notice
further that the value \(u_2\) is diagnostic: no other nodes
depend on its value; all off-diagonal entries on its column are zero.

Now suppose that we take the adjoint of this system with respect to
some functional \(J(u)\). The operator is linear (no entry in the
matrix depends on \(u\)), and so the adjoint of this system is
just its transpose:


\[\begin{split}\begin{pmatrix} 1 & a & c \\
                0 & b & d \\
                0 & 0 & e \end{pmatrix}
\begin{pmatrix} \lambda_0 \\ \lambda_1 \\ \lambda_2 \end{pmatrix}
=
\begin{pmatrix} {\partial J}/{\partial u_0} \\ {\partial J}/{\partial u_1} \\ {\partial J}/{\partial u_2} \end{pmatrix},\end{split}\]


The adjoint of the advection equation

If the forward equation is \(u \cdot \nabla T\), where \(u\)
is the advecting velocity and \(T\) is the advected tracer, then
its corresponding adjoint term is \(-u \cdot \nabla \lambda\).
The adjoint advection equation is itself an advection equation, with
the reverse of the forward velocity.



where \(\lambda\) is the adjoint variable corresponding to
\(u\). Observe that transposing the forward system yields an
upper-triangular adjoint system: the adjoint propagates information
from right to left, in the opposite sense to the propagation of the
forward system. To solve this system, one would first solve for
\(\lambda_2\), then compute \(\lambda_1\), and finally
\(\lambda_0\).

Further notice that \(\lambda_2\) is now prescribed: it can be
computed directly from the data, with no dependencies on the values of
other adjoint variables; all of the off-diagonal entries in its row
are zero. \(\lambda_0\) is now diagnostic: no other variables
depend on its value; all off-diagonal entries in its column are zero.


Prescribed and diagnostic variables

This is a general pattern. Variables that are prescribed in the
forward model are diagnostic in the adjoint; variables that are
diagnostic in the forward model are prescribed in the adjoint.






A time-dependent example

Now consider a time-dependent system. For convenience, we assume the
system is linear, but the result holds true in exactly the same way
for nonlinear systems. We start with an initial condition \(f_0\)
for \(u_0\) (where the subscript denotes the timestep, rather than
the node). We then use this information to compute the value at the
next timestep, \(u_1\). This information is then used to compute
\(u_2\), and so on. This temporal structure can be represented as
a block-structured matrix:


\[\begin{split}\begin{pmatrix} I & 0 & 0 \\
                A & B & 0 \\
                C & D & E \end{pmatrix}
\begin{pmatrix} u_0 \\ u_1 \\ u_2 \end{pmatrix}
=
\begin{pmatrix} f_0 \\ f_1 \\ f_2 \end{pmatrix},\end{split}\]

where \(I\) is the identity operator, \(A, B, C, D\) and
\(E\) are some operators arising from the discretisation of the
time-dependent system, \(f_0\) is the initial condition for
\(u_0\), and \(f_n\) is the source term for the equation for
\(u_n\).

Again, the temporal propagation of information forward in time is
reflected in the lower-triangular structure of the matrix. This
reflects the fact that it is possible to timestep the system, and
solve for parts of the solution \(u\) at a time. If the discrete
operator were not lower-triangular, all timesteps of the solution
\(u\) would be coupled, and would have to be solved for together.

Notice again that the value at the initial time \(u_0\) is
prescribed, and the value at the final time \(u_2\) is diagnostic.

Now let us take the adjoint of this system. Since the operator has
been assumed to be linear, the adjoint of this system is given by the
block-structured matrix


\[\begin{split}\begin{pmatrix} I & A^* & C^* \\
                0 & B^* & D^* \\
                0 & 0   & E^* \end{pmatrix}
\begin{pmatrix} \lambda_0 \\ \lambda_1 \\ \lambda_2 \end{pmatrix}
=
\begin{pmatrix} {\partial J}/{\partial u_0} \\ {\partial J}/{\partial u_1} \\ {\partial J}/{\partial u_2} \end{pmatrix},\end{split}\]

where \(\lambda\) is the adjoint variable corresponding to
\(u\). Observe that the adjoint system is now upper-triangular:
the adjoint propagates information from later times to earlier times,
in the opposite sense to the propagation of the forward system. To
solve this system, one would first solve for \(\lambda_2\), then
compute \(\lambda_1\), and finally \(\lambda_0\).

Notice once more that the prescribed-diagnostic relationship
applies. In the forward model, the initial condition is prescribed,
and the solution at the final time is diagnostic. In the adjoint
model, the solution at the final time is prescribed (a so-called
terminal condition, rather than an initial condition), and the
solution at the beginning of time is diagnostic. This is why when the
adjoint of a continuous system is derived, the formulation always
includes the specification of a terminal condition on the adjoint
system.






The adjoint equation is linear

As noted in the previous section, the operator of the tangent linear
system is the linearisation of the operator about the solution
\(u\); therefore, the adjoint system is always linear in
\(\lambda\).


Unconverged nonlinear iterations

Note that the nonlinear iteration has to converge for the
linearisation about the solution at that timestep to be valid. If
the model does not drive the nonlinear problem to convergence
(perhaps it only does a fixed number of Picard iterations, say),
then it is not consistent to see the nonlinear solve as one
equation, and to trade it for a linear solve in the adjoint. In
other words, if the nonlinear solve does not converge, then each
iteration of the unconverged nonlinear solve induces a linear
solve in the adjoint system, and so the adjoint will take
approximately the same runtime as the forward model.

Converging your nonlinear problem is not only more accurate, it
makes the adjoint relatively much more efficient!



This has two major effects. The first is a beneficial effect on the
computation time of the adjoint run: while the forward model may be
nonlinear, the adjoint is always linear, and so it can be much
cheaper to solve than the forward model.  For example, if the forward
model employs a Newton solver for the nonlinear problem that uses on
average \(5\) linear solves to converge to machine precision, then
a rough estimate for the adjoint computation is that it will take
\(1/5\) the runtime of the forward model.

The second major effect is on the storage requirements of the adjoint
run. Unfortunately, this effect is not beneficial.  The adjoint
operator is a linearisation of the nonlinear operator about the
solution \(u\): therefore, if the forward model is nonlinear, the
forward solution must be available to assemble the adjoint system. If
the forward model is steady, this is not a significant difficulty:
however, if the forward model is time-dependent, the entire solution
trajectory through time must be available.

The obvious approach to making the entire solution trajectory
available is to store the value of every variable solved for. This
approach is the simplest, and it is the most efficient option if
enough storage is available on the machine to store the entire
solution at once. However, for long simulations with many degrees of
freedom, it is usually impractical to store the entire solution
trajectory, and therefore some alternative approach must be
implemented.

The space cost of storing all variables is linear in time (double the
timesteps, double the storage) and the time cost is constant (no extra
recomputation is required). The opposite strategy, of storing nothing
and recomputing everything when it becomes necessary, is quadratic in
time and constant in space. A checkpointing algorithm attempts to
strike a balance between these two extremes to control both the
spatial requirements (storage space) and temporal requirements
(recomputation).


Checkpointing in dolfin-adjoint

Libadjoint, the library that is the backbone of dolfin-adjoint,
embeds the revolve algorithm of Griewank and Walther. Activating
checkpointing is a simple matter of adding two function calls. For
more details, see the manual section on checkpointing.



Checkpointing algorithms have been well studied in the literature,
usually in the context of algorithmic differentiation
[4M-Gri92] [4M-HS05] [4M-SW10]
[4M-WMI09].  There are two categories of checkpointing
algorithms: offline algorithms and online algorithms.  In the
offline case, the number of timesteps is known in advance, and so the
optimal distribution of checkpoints may be computed a priori (and
hence “offline”), while in the online case, the number of timesteps is
not known in advance, and so the distribution of checkpoints must be
computed during the run itself. Of particular note is the revolve
software of Griewank and Walther, which achieves logarithmic growth of
both space and time [4M-GW00].  This algorithm is
provably optimal for the offline case [4M-GPRS96].


Summary

Now that the adjoint and tangent linear equations have been
introduced, and some of their properties discussed, let us see in more
detail the applications of these concepts. This is discussed in
the next section.
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Applications of adjoints

As mentioned in the introduction, adjoints (and tangent linear models)
have many applications in many different areas of computational
science.  In this section, we aim to give a very brief overview of
each application in which adjoints are used, with the intent of
getting the basic idea across.

For each application, a very brief literature review is provided,
giving pointers to some key references which may be used to explore
the field. I make no claim that these reviews are comprehensive;
naturally, I am personally more familiar with some areas than
others. Contributions to this section are very welcome.


PDE-constrained optimisation

As discussed in the previous sections, adjoints form the core
technique for efficiently computing the gradient
\({\mathrm{d}J(u, m)}/{\mathrm{d}m}\) of a functional \(J\) to
be minimised.  This is usually essential for solving such optimisation
problems in practice: gradient-free optimisation algorithms typically
take orders of magnitude more iterations to converge; since each
iteration involves a PDE solve, minimising the number of iterations
taken is crucial.

For an engineering introduction to PDE-constrained optimisation,
Gunzburger’s book is excellent [1M-Gun03]; for an in-depth
mathematical analysis, see the rigorous treatment of Hinze et
al. [1M-HPUU09]. PDE-constrained optimisation is also referred
to in the literature as optimal control: the book of Lions
[5M-Lio71] was a fundamental early contribution.




Sensitivity analysis

Occasionally, the gradient of a functional \(J\) with respect to
some parameter \(m\) is not merely required as an input to an
optimisation algorithm, but rather is of scientific interest in its
own right. Adjoint computations can tease apart hidden influences and
teleconnections; such computations can also inform scientists
regarding which variables matter the least, which is often important
for deriving approximate models; parameters with little impact on the
simulation can be ignored. This process is also often undertaken in
advance of solving an optimisation problem: by discarding parameters
which do not significantly influence the functional, the dimension of
the parameter space may be systematically reduced.

A fundamental early contribution was the work of Cacuci
[5M-Cac81]. Much excellent work in applying sensitivity
analysis to questions of enormous scientific importance has been done
in the areas of oceanography and meteorology: partly because ocean and
atmospheric models often have adjoint versions implemented for the
purposes of data assimilation, partly because adjoint analysis is
often the only practical way of identifying such connections, and
partly because practitioners in these fields are aware of adjoints and
their potential. Of particular note is the work done by Heimbach and
co-workers using the adjoint of the MITgcm ocean model [http://mitgcm.org] [1M-LH07] [5M-HML+10]
[5M-HL12].




Data assimilation

A forward model requires data on which to operate. For example, to
start a weather forecast, knowledge of the entire state of the
atmosphere at some point in time is required as an initial condition
from which to begin the simulation: start from the wrong initial
condition, and you will get the wrong weather.

The problem is that, in practice, the initial condition is
unknown. Instead, observations of the state of the atmosphere are
available, some available at the initial time, and some taken at later
times. The goal of data assimilation is to systematically combine
observations and computations, usually with the intention of acquiring
the best possible estimate of the unknown initial condition, so that a
forecast may be run. Indeed, most of the dramatic increase in forecast
skill over the past decade has been attributable to improvements in
data assimilation algorithms (Prof. Dale Barker, UK Met Office,
personal communication). This problem is routinely tackled in every
meteorological centre in the world, multiple times a day: your weather
forecast relies entirely upon it.

There are two major approaches to data assimilation. In a sequential
algorithm, the forward system is timestepped until an observation is
available, at which point the model is instantaneously “updated” to
incorporate the information contained in the observation. The most
popular approach to computing the amplitude of the update is the
Kalman filter algorithm [5M-Kal60]. The model is then
continued from this updated state until all of the observations are
used. A significant drawback of this approach is that an observation
only influences the state at times later than the observation time: in
other words, its temporal influence only propagates forward, not
backwards in time. This is a major disadvantage in the case where the
initial condition is the main quantity of interest, and most of the
observations are made towards the end of the time window, as is the
case in studies of mantle convection [5M-BHT03].

The other major approach is referred to as variational data
assimilation, which is a special case of PDE-constrained
optimisation. In this approach, a functional \(J\) is chosen to
represent the misfit between the observations and the computations,
weighted by the uncertainties in each. The initial condition is
treated as a control parameter \(m\), and chosen to minimise the
misfit \(J\).  The data assimilation community tends to place
significant emphasis on modelling the uncertainties in both the
computations and observations, as this is key to extracting the
maximal amount of information out of both.


The ECCO2 project

One of the most impressive computational experiments ever attempted
is the ECCO2 project [http://ecco2.org], which uses the adjoint
of the MITgcm ocean model [http://mitgcm.org]
[5M-HHG05] to assimilate every observation made of the
world’s oceans over the past twenty years [5M-Wun96]. With
this assimilation, they have produced the most accurate estimation
of the state of the world’s oceans ever devised. For a stunningly
beautiful visualisation of this experiment, see
http://vimeo.com/39333560.



Fundamental early works in field of variational data assimilation were
undertaken by Le Dimet and Talagrand [1M-LDT86] and Talagrand
and Courtier [1M-TC87]. For an excellent introduction, see
the book of Kalnay [5M-Kal02]. Information on the data
assimilation schemes used in practice by the European Centre for
Medium-range Weather Forecasting [http://www.ecmwf.int/research/ifsdocs/ASSIMILATION/Chap1_Overview2.html]
and the UK Met Office [http://www.metoffice.gov.uk/research/weather/data-assimilation-and-ensembles]
is available online.




Inverse problems

Data assimilation can be seen as a particular kind of inverse problem,
where the focus is on obtaining the best estimate for the system state
at some point in the past. More general inverse problems, where we
seek to gain information about unobservable system parameters from
observable system outputs, are ubiquitous in science and
engineering. Again, the same idea of minimising some functional that
measures the misfit between the observations and computed model
outputs plays a role. The field also has a heavy emphasis on
regularisation of inverse problems (which are generally ill-posed) and
on statistical estimates of uncertainty in the obtained results. For
an introductory textbook, see the book by Tarantola
[5M-Tar05]; for a review of the current state of the art in
computational practice, see the compendium of Biegler et
al. [5M-BMB+11].




Generalised stability theory

The stability of solutions of physical systems is obviously of key
importance in many fields. The traditional approach to stability
theory is to linearise the operator about some state, and investigate
its eigenvalues: if the real component of every eigenvalue is
negative, the state is stable, and the associated eigenmode will
vanish in the limit as \(t \rightarrow \infty\); while if any
eigenvalue has a positive real part, the state is unstable, and the
associated eigenmode will grow in amplitude. While this traditional
approach works well in many cases, there are many important cases
where this analysis predicts stability where in fact the physical
system is unstable; in particular, this analysis fails when the
operator is nonnormal [1M-TTRD93] [5M-Sch07].


Nonnormal matrices

A matrix is normal if its eigenvectors form an orthonormal basis. A
matrix is nonnormal if the eigenvectors have nonzero projection onto
each other. See the Wikipedia entry [http://en.wikipedia.org/wiki/Normal_matrix] for more details.



In the nonnormal case, the usual stability theory fails. The two main
theoretical responses to this development have been the concepts of
pseudospectra (by Trefethen et al. [5M-TE05]) and
generalised stability theory (by Farrell et
al. [1M-FI96]). Instead of focusing on the eigenvalues of
the operator linearised about some steady state, generalised stability
theory analyses the generalised eigenvalues associated with the
propagator of the system, which maps perturbations in initial
conditions to perturbations in the final state.  Essentially, the
propagator is the inverse of the tangent linear operator. By examining
these values, such an analysis can describe and predict the
perturbations that will grow maximally over finite time windows
[5M-Lor65]. In order to compute these generalised eigenvalues
of the system propagator, both the tangent linear and adjoint
operators must be repeatedly solved [5M-TB97].

As generalised stability theory yields information about the
perturbation directions which grow the most over the period of
interest, these vectors are often used to initialise ensemble members
to gain the optimal amount of information possible about the variance
of the ensemble [5M-IF05] [5M-Bui06].  The growth
rates associated with these optimal perturbations have important
implications for the timescales of predictability of the physical
system. For examples of this analysis, see the work of Zanna et
al. [5M-ZHMT12].

We also note in passing that it is possible to use these singular
vectors to guide the targeting of observations to maximise the
effectiveness of a data assimilation strategy. For more details, see
[5M-PGBB98].

For more details, see the appendix on generalised stability
theory.




Error estimation

Another major application of adjoints is goal-based error estimation,
and the related computational technique of goal-based adaptivity. For
the purposes of this section, let \(u\) and \(\lambda\) denote
the exact forward and adjoint solutions associated with the PDE
\(F(u) = 0\), and let \(u_h\) and \(\lambda_h\) be some
approximations to them computed using a Galerkin finite element
discretisation. The fundamental question of goal-based error
estimation is: what impact does the discretisation error \(u -
u_h\) have on the error in the goal functional \(J(u) - J(u_h)\)?
One can construct cases where \(u - u_h\) is large, but
\(J(u) - J(u_h)\) is zero; similarly, one can construct cases
where \(u - u_h\) is small, but \(J(u) - J(u_h)\) is large.

The fundamental theorem of error estimation, due to Rannacher and
co-workers [1M-BR01] [5M-BR03], states that


Residuals

To compute the forward residual \(\rho_u\), take the approximate
forward solution \(u_h\) and plug it in to the forward equation
\(\rho_u \equiv F(u_h)\). If \(u_h\) were the exact
solution, \(F(u_h)\) would be zero, but since the solution is
only approximate \(\rho_u \equiv F(u_h)\) will be nonzero.

To compute the adjoint residual, perform the analogous computation:
take the approximate adjoint solution \(\lambda_h\) and plug it
in to the adjoint equation, and take all terms in the adjoint
equation to the left-hand side.




\[J(u) - J(u_h) = \frac{1}{2} \left\langle \lambda - \lambda_h, \rho_u \right\rangle + \frac{1}{2} \left\langle u - u_h, \rho_{\lambda} \right\rangle + R_h^{(3)},\]

where \(u - u_h\) is the discretisation error in the forward
solution, \(\lambda - \lambda_h\) is the discretisation error in
the adjoint solution, \(\rho_u\) is the forward residual,
\(\rho_{\lambda}\) is the adjoint residual, and \(R_h^{(3)}\)
is a remainder term which is cubic in the discretisation errors
\(u - u_h\) and \(\lambda - \lambda_h\).

In practice, \(u - u_h\) is estimated by approximating \(u\)
with an extrapolation of \(u_h\) into a higher-order function
space (and similarly for \(\lambda\)), and the expression for
\(J(u) - J(u_h)\) is broken up into a sum of element-level error
indicators that are used to decide which elements should be refined
in an adaptive algorithm.  For a discussion of how to implement
goal-based adaptivity in a general way in the FEniCS framework, see
the work of Rognes and Logg [5M-RL10].


The structure of the error estimator

Notice that the error estimator has a very particular structure: it
is the average of the inner product of the adjoint solution error
with the forward residual, and the forward solution error with the
adjoint residual. As many early results in the field only employed
the first term in the error estimator, the approach became known as
the “dual-weighted residual” approach (the term “dual” is commonly
used to refer to the adjoint in this branch of the literature).

If the averaging is not performed, and only the first term of the
error estimator is included, the remainder term is quadratic in
the forward and adjoint discretisation errors, not cubic.



The works of Rannacher and co-workers give many examples where a
computation that employs goal-based adaptivity is dramatically faster
at computing the functional to within a certain tolerance than the
corresponding fixed-mesh or heuristically-driven adaptivity. This
theorem raises the possibility of reliable automated computation:
not only can the discretisation of the differential equation be
automated with the FEniCS system, it can be automated to reliably and
efficiently compute desired quantities to within a specified
accuracy. The prospect of such a system would dramatically change the
social utility of computational science.
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Generalised stability theory


Introduction

The stability of a physical system is a classical problem of
mechanics, with contributions from authors such as Lagrange, Dirichlet
and Lyapunov [AM-Lei10]. Stability investigates the response of
the system to small perturbations in its initial condition: if the
solutions of the perturbed systems remain within a neighbourhood of
the unperturbed solution, then the system is stable; otherwise, the
system is unstable at that initial condition.

The traditional approach for investigating the stability of physical
systems was given by Lyapunov [AM-Lya92]. The (nonlinear)
equations of motion are linearised about a base solution, and the
eigenvalues of the linearised system are computed. If all eigenvalues
have negative real part, then there exists a finite region of
stability around the initial condition: perturbations within that
region decay to zero, and the system is asymptotically stable
[AM-Par92].

While this approach has had many successes, several authors have noted
that it does not give a complete description of the finite-time
stability of a physical system. While the eigendecomposition
determines the asymptotic stability of the linearised equations as
\(t \rightarrow \infty\), some systems permit transient
perturbations which grow in magnitude, before being predicted to
decay. However, if the perturbations grow too large, the linearised
equations may cease to hold, and the system may become unstable due to
nonlinear effects. More specifically, this transient growth occurs
when the system is non-normal, i.e. when the eigenfunctions of the
system do not form an orthogonal basis [5M-Sch07].  For
example, Trefethen [1M-TTRD93] describes how the traditional
approach fails to give accurate stability predictions for several
classical problems in fluid mechanics, and resolves the problem by
analysing the nonnormality of the system in terms of pseudospectra
[5M-TE05].

Therefore, this motivates the development of a finite-time theory of
stability, to investigate and predict the transient growth of
perturbations. While Lorenz [5M-Lor65] discussed the core
ideas (without using modern nomenclature), the development of this
so-called generalised stability theory (GST) has been driven by the
work of B. F. Farrell and co-workers [AM-Far82]
[AM-Far85] [1M-FI96] [AM-FI96]. The main
idea is to consider the linearised propagator of the system, the
operator (linearised about the time-dependent trajectory) that maps
perturbations in the initial conditions to perturbations in the final
state. Essentially, the propagator is the inverse of the tangent
linear system associated with the nonlinear forward model, along with
operators to load the initial perturbation and select the final
perturbation. The perturbations that grow maximally over the time
window are given by the singular functions of the propagator
associated with the largest singular values. Since the linearised
propagator depends on the base solution, it follows that the
predictability of the system depends on the conditions of the base
solution itself: some states are inherently more predictable than
others [5M-Lor65] [5M-Kal02].




The singular value decomposition of the propagator

This presentation of generalised stability theory will consider the
stability of the system to perturbations in the initial conditions,
but the same approach can be applied to analysing the stability of the
system to perturbations in other parameters.

Consider the solution of the model at the final time \(u_T\) as a
pure function of the initial condition \(u_0\):


\[u_T = M(u_0),\]

where \(M\) is the nonlinear propagator that advances the
solution in time over a given finite time window \([0, T]\).
Other parameters necessary for the solution (e.g. boundary conditions,
material parameters, etc.)  are considered fixed. Assuming the model
is sufficiently differentiable, the response of the model \(M\) to
a perturbation \(\delta u_0\) in \(u_0\) is given by


\[\delta u_T = M(u_0 + \delta u_0) - M(u_0) = \frac{\textrm{d} M}{\textrm{d} u_0} \delta u_0 + O(\left|\left|\delta u_0\right|\right|^2).\]

Neglecting higher-order terms, the linearised perturbation to the
final state is given by


\[\delta u_T \approx L \delta u_0,\]

where \(L\) is the linearised propagator (or just propagator)
\({\textrm{d} M}/{\textrm{d} u_0}\) that advances perturbations in
the initial conditions to perturbations to the final solution.

To quantify the stability of the system, we wish to identify
perturbations \(\delta u_0\) that grow the most over the time
window \([0, T]\).  For simplicity, equip both the initial
condition and final solutions with the conventional inner product
\(\left\langle \cdot, \cdot \right\rangle\).  We seek the initial
perturbation \(\delta u_0\) of unit norm \(\left|\left|\delta
u_0\right|\right| = \sqrt{\left\langle \delta u_0, \delta u_0
\right\rangle} = 1\) such that


\[\delta u_0 = \operatorname*{arg\,max}_{\left|\left|\delta u_0\right|\right|} \left\langle \delta u_T, \delta u_T \right\rangle.\]

Expanding \(\delta u_T\) in terms of the propagator,


\[\left\langle \delta u_T, \delta u_T \right\rangle = \left\langle L \delta u_0, L \delta u_0 \right\rangle = \left\langle \delta u_0, L^*L \delta u_0 \right\rangle,\]

we see that the leading perturbation is the eigenfunction of
\(L^*L\) associated with the largest eigenvalue \(\mu\), and
the growth of the norm of the perturbation is given by
\(\sqrt{\mu}\). In other words, the leading initial perturbation
\(\delta u_0\) is the leading right singular function of
\(L\), the resulting final perturbation \(\delta u_T\) is the
associated left singular function, and the growth rate of the
perturbation is given by the associated singular value
\(\sigma\). The remaining singular functions offer a similar
physical interpretation: if a singular function \(v\) has an
associated singular value \(\sigma > 1\), the perturbation will
grow over the finite time window \([0, T]\); if \(\sigma <
1\), the perturbation will decay over that time window.

If the initial condition and final solution spaces are equipped with
inner products \(\left\langle \cdot, \cdot \right\rangle_I \equiv
\left\langle \cdot, X_I \cdot \right\rangle\) and \(\left\langle
\cdot, \cdot \right\rangle_F \equiv \left\langle \cdot, X_F \cdot
\right\rangle\) respectively, then the leading perturbations are given
by the eigenfunctions


\[X_I^{-1} L^* X_F L \delta u_0 = \mu \delta u_0.\]

The operators \(X_I\) and \(X_F\) must be symmetric
positive-definite. In the finite element context, \(X_I\) and
\(X_F\) are often the mass matrices associated with the input and
output spaces, as these matrices induce the functional \(L_2\)
norm.




Computing the propagator

In general, the nonlinear propagator \(M\) that maps initial
conditions to final solutions is not available as an explicit
function; instead, a PDE is solved. For clarity, let \(m\) denote
the data supplied for the initial condition. The PDE may be written in
the abstract implicit form


\[F(u, m) = 0,\]

with the understanding that \(u_0 = m\). We assume that for any
initial condition \(m\), the PDE can be solved for the solution
trajectory \(u\), and the nonlinear propagator \(M\) can then
be computed by returning the solution at the final
time. Differentiating the PDE with respect to the initial condition
data \(m\) yields


\[\frac{\partial F}{\partial u} \frac{\textrm{d}u}{\textrm{d}m} = - \frac{\partial F}{\partial m},\]

the tangent linear system associated with the PDE.  The term
\({\partial F}/{\partial u}\) is the PDE operator linearised about
the solution trajectory \(u\): therefore, it is linear, even when
the original PDE is nonlinear. \({\partial F}/{\partial m}\)
describes how the equations change as the initial condition data
\(m\) changes, and acts as the source term for the tangent linear
system. \({\textrm{d}u}/{\textrm{d}m}\) is the prognostic variable
of the tangent linear system, and describes how the solution changes
with changes to \(m\). To evaluate the action of the propagator
\(L\) on a given perturbation \(\delta m\), the tangent linear
system is solved with that particular perturbation, and evaluated at
the final time:


\[L \delta m \equiv - \left.\left(\frac{\partial F}{\partial u}\right)^{-1}\frac{\partial F}{\partial m} \delta m\right|_T.\]

Therefore, to automate the generalised stability analysis of a PDE, it
is necessary to automatically derive and solve the associated tangent
linear system. Furthermore, as the GST analysis also requires the
adjoint of the propagator, it is also necessary to automatically
derive and solve the adjoint of the tangent linear system. This is why
GST is considered as an application of adjoints.




Singular value computation

Once the propagator \(L\) is available, its singular value
decomposition may be computed.  There are two main computational
approaches. The first approach is to compute the eigendecomposition of
the cross product matrix \(L^*L\) (or \(LL^*\), whichever is
smaller). The second is to compute the eigendecomposition of the
cyclic matrix


\[\begin{split}H(L) =
\begin{pmatrix} 0 & L \\
              L^* & 0
\end{pmatrix}\end{split}\]

As explained in [5M-TB97], the latter option is more
accurate for computing the small singular values, but is more
expensive. As we are only interested in a small number of the largest
singular triplets, the cross product approach is used throughout this
work. Note that regardless of which approach is taken, the adjoint
propagator \(L^*\) is necessary to compute the SVD of \(L\).

The algorithm used to compute the eigendecomposition of the cross
product matrix is the Krylov-Schur algorithm [AM-Ste01], as
implemented in SLEPc [http://www.grycap.upv.es/slepc/]
[AM-HRV05] [AM-HRTV07]. As the matrix is
Hermitian (whether norms are used or not), this algorithm reduces to
the thick-restart variant [AM-WS00] of the Lanczos method
[AM-Lan50].  This algorithm was found experimentally to be
faster than all other algorithms implemented in SLEPc for the
computation of a small number of singular triplets, which is the case
of interest in stability analysis.

Rather than representing the propagator as a matrix, the action of the
propagator is computed in a matrix-free fashion, using the tangent
linear model. In turn, the entire time-dependent tangent linear model
is not stored, but its action is computed in a global-matrix-free
fashion, using the matrices associated with each individual equation
solve.  In turn, the solution of each equation solve may optionally be
achieved in a matrix-free fashion; the automatic derivation of the
tangent linear and adjoint systems supports such an approach.
Similarly, the adjoint propagator is computed in a matrix-free fashion
using the adjoint model. SLEPc elegantly supports such matrix-free
computations through the use of PETSc shell matrices [AM-BBB+11]
[AM-BGMS97].

For more information on how to perform a generalised stability
analysis with dolfin-adjoint, see the chapter in the
documentation on generalised stability analysis.
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Mathematical Programs with Equilibrium Constraints

Section author: Simon W. Funke <simon@simula.no>

This demo solves example 5.2 of [5E-HintermullerK11].


Problem definition

This problem is to minimise


\[\min_{y, u} \frac{1}{2} || y - y_d ||^2_{\Omega} + \frac{\nu}{2} || u ||^2_{\Omega}\]

subject to the variational inequality


\[\begin{split}( \nabla y, \nabla (v - y) )_\Omega &\ge (f + u, v - y)_\Omega \qquad \forall v \ge 0, v
= 0 \ \mathrm{on}\ \delta \Omega, \\
y &\ge 0, \\
y &= 0 \quad \mathrm{on}\ \delta \Omega,\end{split}\]

and control constraints


\[a \le u \le b \qquad \forall x \in \Omega,\]

where \(u\) is the control, \(y\) is the solution of the
variational inequality, \(y_d\) is data to be matched, \(f\)
is a prescribed source term, \(\nu\) is a regularisation
parameter and \(a, b\) are upper and lower bounds for the
control.

This problem is fundamentally different to a PDE-constrained
optimisation problem in that the constraint is not a PDE, but a
variational inequality.  Such problems are called Mathematical
Programs with Equilibrium Constraints (MPECs) and have applications
in engineering design (e.g. to determine optimal trajectories for
robots [5E-YG05] or process optimisation in chemical
engineering [5E-BRB08]) and in economics (e.g. in
leader-follower games [5E-LM05] and optimal pricing
[5E-LH04]).

Even though it is known that the above problem admits a unique
solution, there are some difficulties to be considered when solving
MPECs:



	the set of feasible points is in general not necessarly convex or connected, and


	the reduced problem is not Fréchet-differentiable.







Following [5E-HintermullerK11], we will overcome these issues
in the next section with a penalisation approach.  For a more
thorough discussion on MPECs, see [5E-ZQJSD96] and the references
therein.




Penalisation technique

A common approach for solving variational inequalities is to
approximate them by a sequence of nonlinear PDEs with a penalisation
term.  We transform the above problem into a sequence of
PDE-constrained optimisation problems, which can be solved with
dolfin-adjoint.

For the above problem we use the approximation


\[\begin{split}(\nabla y, \nabla v)_\Omega + \frac{1}{\alpha} (\pi(y), v)_\Omega = (f + u, v)_\Omega \qquad \forall v, \\\end{split}\]

where \(\alpha > 0\) is the penalty parameter and the penalty term
is defined as


\[\pi(y) = -\max(0, y).\]

This approximation yields solutions which converge to the solution of
the variational inequality as \(\alpha \to 0\) (see chapter IV of
[5E-KS00]).

In order to be able to apply a gradient-based optimisation method, we
need differentiabilty of the above equation.  The \(\max\)
operator is not differentiable at the origin, and hence it is replaced
by a smooth (\(C^1\)) approximation (plot modified from
[5E-HintermullerK11]):


\[\begin{split}{\max}_{\epsilon}(0, y) =
\begin{cases}
y - \frac{\epsilon}{2} & \mbox{if } y \ge \epsilon, \\
              \frac{y^2}{2\epsilon}  & \mbox{if } y \in (0, \epsilon), \\
              0                  & \mbox{if } y \le 0.
\end{cases}\end{split}\]

[image: ../../_images/mpec-smoothmax.jpg]
The domain for the example problem is the unit square \(\Omega =
(0, 1)^2\).  The data and the source term are given as \(y_d(x, y)
= f(x, y) = -|xy - 0.5| + 0.25\).  The remaining parameters are
\(a = 0.01\), \(b = 0.03\) and \(\nu = 0.01\).




Implementation

First, the dolfin and dolfin_adjoint modules are
imported. We also tell DOLFIN to only print error messages to keep the
output comprehensible:

from dolfin import *
from ufl.operators import Max

from dolfin_adjoint import *
from pyadjoint.placeholder import Placeholder

set_log_level(LogLevel.ERROR)

# Needed to have a nested conditional
parameters["form_compiler"]["representation"] = "uflacs"





Next, we define the smooth approximation \(\max_{\epsilon}\) of
the maximum operator:

def smoothmax(r, eps=1e-4):
    return conditional(gt(r, eps), r - eps / 2, conditional(lt(r, 0), 0, r ** 2 / (2 * eps)))





Now, we are ready to mesh the domain and define the discrete function
spaces.  For this example we use piecewise linear, continuous finite
elements for both the solution and control.

mesh = UnitSquareMesh(128, 128)
V = FunctionSpace(mesh, "CG", 1)  # The function space for the solution and control functions
y = Function(V, name="Solution")
# Define a Control for the initial guess so we can modify it later.
ic = Control(y)
u = Function(V, name="Control")
w = TestFunction(V)





Next, we define and solve the variational formulation of the PDE
constraint with the penalisation parameter set to
\(\alpha=10^{-2}\).  This initial value of \(\alpha\) will
then be iteratively reduced to better approximate the underlying MPEC.
To ensure that new values of \(\alpha\) are reflected on the tape,
we define a Placeholder before using it.

alpha = Constant(1e-2)
Placeholder(alpha)
# The source term
f = interpolate(Expression("-std::abs(x[0]*x[1] - 0.5) + 0.25", degree=1), V)
F = inner(grad(y), grad(w)) * dx - 1 / alpha * inner(smoothmax(-y), w) * dx - inner(f + u, w) * dx
bc = DirichletBC(V, 0.0, "on_boundary")
solve(F == 0, y, bcs=bc)





With the forward problem solved once, dolfin_adjoint has
built a tape of the forward model; it will use this tape to drive
the optimisation, by repeatedly solving the forward model and the
adjoint model for varying control inputs.

We finish the initialisation part by defining the functional of
interest, the optimisation parameter and creating the reduced
functional object:

yd = f.copy(deepcopy=True)
nu = 0.01
J = assemble(0.5 * inner(y - yd, y - yd) * dx + nu / 2 * inner(u, u) * dx)

# Formulate the reduced problem
m = Control(u)  # Create a parameter from u, as it is the variable we want to optimise
Jhat = ReducedFunctional(J, m)

# Create output files
ypvd = File("output/y_opt.pvd")
upvd = File("output/u_opt.pvd")





Next, we implement the main loop of the algorithm. In every iteration
we will halve the penalisation parameter and (re-)solve the
optimisation problem. The optimised control value will then be used as
an initial guess for the next optimisation problem.

We begin by defining the loop and updating the \(\alpha\) value.

for i in range(4):
    # Update the penalisation value
    alpha.assign(float(alpha) / 2)
    print("Set alpha to %f." % float(alpha))





We rely on a useful property of dolfin-adjoint here: if an object
has been used while being a Placeholder (here achieved by creating the
Placeholder object
above), dolfin-adjoint does not copy that object, but
keeps a reference to it instead.  That means that assigning a new
value to alpha has the effect that the optimisation routine will
automatically use that new value.

Next we solve the optimisation problem for the current alpha.  We
use the L-BFGS-B optimisation algorithm here [5E-ZBLN97] and
select a set of sensible stopping criteria:

u_opt = minimize(Jhat, method="L-BFGS-B", bounds=(0.01, 0.03), options={"gtol": 1e-12, "ftol": 1e-100})





The following step is optional and implements a performance
improvement. The idea is to use the optimised state solution as an
initial guess for the Newton solver in the next optimisation round.
It demonstrates how one can access and modify variables on the
dolfin-adjoint tape.

First, we extract the optimised state (the y function) from the
tape. This is done with the Control.tape_value()
function. By default it returns the last known iteration of that
function on the tape, which is exactly what we want here:

y_opt = Control(y).tape_value()





The next line modifies the tape such that the initial guess for y
(to be used in the Newton solver in the forward problem) is set to
y_opt.  This is achieved with the
Control.update function and the initial guess control defined earlier:

ic.update(y_opt)





Finally, we store the optimal state and control to disk and print some
statistics:

ypvd << y_opt
upvd << u_opt
feasibility = sqrt(assemble(inner((Max(Constant(0.0), -y_opt)), (Max(Constant(0.0), -y_opt))) * dx))
print("Feasibility: %s" % feasibility)
print("Norm of y: %s" % sqrt(assemble(inner(y_opt, y_opt) * dx)))
print("Norm of u_opt: %s" % sqrt(assemble(inner(u_opt, u_opt) * dx)))





The example code can be found in examples/mpec/ in the
dolfin-adjoint source tree, and executed as follows:

$ python mpec.py
Set alpha to 0.005000.
...
Feasibility: 0.000350169305795
Norm of y: 0.0022809992669
Norm of u_opt: 0.021222354644

...

Tit   = total number of iterations
Tnf   = total number of function evaluations
Tnint = total number of segments explored during Cauchy searches
Skip  = number of BFGS updates skipped
Nact  = number of active bounds at final generalized Cauchy point
Projg = norm of the final projected gradient
F     = final function value

           * * *

   N    Tit     Tnf  Tnint  Skip  Nact     Projg        F
16641      7      8     85     0 15982   6.192D-13   1.206D-02
  F =   1.2064186622885919E-002

CONVERGENCE: NORM_OF_PROJECTED_GRADIENT_<=_PGTOL

 Cauchy                time 1.320E-03 seconds.
 Subspace minimization time 9.575E-04 seconds.
 Line search           time 8.612E+00 seconds.

 Total User time 9.847E+00 seconds.

Feasibility: 8.56988113345e-05
Norm of y: 0.00232945325255
Norm of u_opt: 0.0217167930891





The optimal control and state can be visualised by opening
output/u.pvd and output/y.pvd in paraview. The optimal control
should look like the image on the left and the optimal state like the
image on the right:

[image: ../../_images/mpec.png]
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Optimal control of the Poisson equation

Section author: Simon W. Funke <simon@simula.no>

This demo solves the mother problem of PDE-constrained
optimisation: the optimal control of the Poisson equation.
Physically, this problem can the interpreted as finding the best
heating/cooling of a cooktop to achieve a desired temperature
profile.

This example introduces the basics of how to solve optimisation
problems with dolfin-adjoint.


Problem definition

Mathematically, the problem is to minimise the following tracking-type
functional


\[\frac{1}{2} \int_{\Omega} (u - d)^2 \textrm{d}x
        + \frac{\alpha}{2} \int_{\Omega} f^2 \textrm{d}s\]

subject to the Poisson equation with Dirichlet boundary conditions


\[\begin{split}-\kappa \Delta u &= f  \qquad \mathrm{in} \ \Omega           \\
                  u &= 0  \qquad \mathrm{on} \ \partial \Omega  \\
                  a & \le f \le b\end{split}\]

where \(\Omega\) is the domain of interest (here the unit square),
\(u: \Omega \to \mathbb R\) is the unkown temperature, \(\kappa
\in \mathbb R\) is the thermal diffusivity (here: \(\kappa = 1\)),
\(f: \Omega \to \mathbb R\) is the unknown control function acting
as source term (\(f(x) > 0\) corresponds to heating and
\(f(x) < 0\) corresponds to cooling), \(d: \Omega \to \mathbb
R\) is the given desired temperature profile, \(\alpha \in [0,
\infty)\) is a Tikhonov regularisation parameter, and \(a, b:
\Omega \to \mathbb R\) are lower and upper bounds for the control
function.

It can be shown that this problem is well-posed and has a unique
solution, see [1E-Troltzsch10] or section 1.5 of
[1M-HPUU09].




Implementation

We start our implementation by importing the dolfin and
dolfin_adjoint modules:

from dolfin import *

from dolfin_adjoint import *





Next we import the Python interface to Moola. Moola is a collection
of optimisation solvers specifically designed for PDE-constrained
optimisation problems. If Moola is not yet available on your system,
it is easy to install.

import moola





Next we create a regular mesh of the unit square. Some optimisation
algorithms suffer from bad performance when the mesh is non-uniform
(i.e. when the mesh is partially refined). To demonstrate that Moola
does not have this issue, we refine the mesh near the center of the
domain:

n = 64
mesh = UnitSquareMesh(n, n)

cf = MeshFunction("bool", mesh, mesh.geometric_dimension())
subdomain = CompiledSubDomain('std::abs(x[0]-0.5) < 0.25 && std::abs(x[1]-0.5) < 0.25')
subdomain.mark(cf, True)
mesh = refine(mesh, cf)





The resulting mesh looks like this:

[image: ../../_images/mesh.png]
Then we define the discrete function spaces and create functions for
the temperature and the control function.

V = FunctionSpace(mesh, "CG", 1)
W = FunctionSpace(mesh, "DG", 0)

f = interpolate(Expression("x[0]+x[1]", name='Control', degree=1), W)
u = Function(V, name='State')
v = TestFunction(V)





The optimisation algorithm will use the value of the control
function \(f\) as an initial guess for the optimisation.  A
zero-initial guess for the control appears to be too simple: for
example L-BFGS finds the optimal control with just two iterations.
To make it more interesting, we chose a non-zero initial guess
instead.

Next we define the weak formulation of the Poisson problem and solve
it.

F = (inner(grad(u), grad(v)) - f * v) * dx
bc = DirichletBC(V, 0.0, "on_boundary")
solve(F == 0, u, bc)





By doing so, dolfin-adjoint automatically records the details of
each PDE solve (also called a tape). This tape will be used by the
optimisation algorithm to repeatedly solve the forward and adjoint
problems for varying control inputs.

Before we can start the optimisation, we need to specify the control
variable and define the functional of interest.  For this example we
use \(d(x, y) = \frac{1}{2\pi^2}\sin(\pi x)\sin(\pi y)\) as the
desired temperature profile, and choose \(f\) as the control
variable.

x = SpatialCoordinate(mesh)
w = Expression("sin(pi*x[0])*sin(pi*x[1])", degree=3)
d = 1 / (2 * pi ** 2)
d = Expression("d*w", d=d, w=w, degree=3)

alpha = Constant(1e-6)
J = assemble((0.5 * inner(u - d, u - d)) * dx + alpha / 2 * f ** 2 * dx)
control = Control(f)





The next step is to formulate the so-called reduced optimisation
problem. The idea is that the solution \(u\) can be considered
as a function of \(f\): given a value for \(f\), we can
solve the Poisson equation to obtain the associated solution
\(u\). By denoting this solution function as \(u(f)\), we
can write the original optimisation problem as a reduced problem:


\[\min_f \frac{1}{2} \int_{\Omega} (u(f) - d)^2 \textrm{d}x + \frac{\alpha}{2} \int_{\Omega} f^2 \textrm{d}s\]

Note that no PDE-constraint is required anymore, since it is
implicitly contained in the solution function.

dolfin-adjoint can automatically reduce the optimisation problem
by creating a ReducedFunctional object.  This object
solves the forward PDE using dolfin-adjoint’s tape each time the
functional is to be evaluated, and derives and solves the adjoint
equation each time the functional gradient is to be evaluated.

rf = ReducedFunctional(J, control)





Now that all the ingredients are in place, we can perform the
optimisation.

Next we use MoolaOptimizationProblem to generate a problem that
is compatible with the Moola optimisation framework.  Then, we
wrap the control function into a Moola object, and create a
NewtonCG() solver for solving the optimisation problem:

problem = MoolaOptimizationProblem(rf)
f_moola = moola.DolfinPrimalVector(f)
solver = moola.NewtonCG(problem, f_moola, options={'gtol': 1e-9,
                                                   'maxiter': 20,
                                                   'display': 3,
                                                   'ncg_hesstol': 0})





Alternatively an L-BFGS solver could initialised by:

solver = moola.BFGS(problem, f_moola, options={'jtol': 0,
                                               'gtol': 1e-9,
                                               'Hinit': "default",
                                               'maxiter': 100,
                                               'mem_lim': 10})





Then we can solve the optimisation problem, extract the optimal
control and plot it:

sol = solver.solve()
f_opt = sol['control'].data

plot(f_opt, title="f_opt")

# Define the expressions of the analytical solution
f_analytic = Expression("1/(1+alpha*4*pow(pi, 4))*w", w=w, alpha=alpha, degree=3)
u_analytic = Expression("1/(2*pow(pi, 2))*f", f=f_analytic, degree=3)





We can then compute the errors between numerical and analytical
solutions.

f.assign(f_opt)
solve(F == 0, u, bc)
control_error = errornorm(f_analytic, f_opt)
state_error = errornorm(u_analytic, u)
print("h(min):           %e." % mesh.hmin())
print("Error in state:   %e." % state_error)
print("Error in control: %e." % control_error)





The example code can be found in examples/poisson-mother in the
dolfin-adjoint source tree, and executed as follows:

$ python poisson-mother.py
...








Convergence order and mesh independence

It is highly desirable that the optimisation algorithm achieve mesh
independence: i.e., that the required number of optimisation
iterations is independent of the mesh resolution.  Achieving mesh
independence requires paying careful attention to the inner product
structure of the function space in which the solution is sought.

For our desired temperature, the analytical solutions of the optimisation
problem is:


\[\begin{split}f_{\textrm{analytic}} &= \frac{1}{1+4\alpha \pi^4}\sin(\pi x) \sin(\pi y) \\
u_{\textrm{analytic}} &= \frac{1}{2\pi^2}f_{\textrm{analytic}}\end{split}\]

The following numerical experiments solve the optimisation problem
for a sequence of meshes with increasing resolutions and record the
numerical error and the required number of optimisation iterations.
A regularisation coefficient of \(\alpha = 10^{-6}\) was used, and
the optimisation was stopped when the \(L_2\) norm of the
reduced functional gradient dropped below \(10^{-9}\).


Moola Newton-CG

The Moola Newton-CG algorithm implements an inexact Newton method.
Hence, even though the optimality system of our problem is linear,
we can not expect the algorithm to converge in a single iteration
(however, we could it enforce that by explicitly setting the
relative tolerance of the CG algorithm to zero).

Running the Newton-CG algorithm for the different meshes yielded:









	Mesh element size

	Newton iterations

	CG iterations

	Error in control





	6.250e-02

	3

	54

	3.83e-02



	3.125e-02

	3

	59

	1.69e-02



	1.563e-02

	3

	57

	8.05e-03



	7.813e-03

	3

	58

	3.97e-03






Here CG iterations denotes the total number of CG iterations during
the optimisation. Mesh independent convergence can be observed, both
in the Newton and CG iterations.

From our choice of discretisation (\(DG_0\) for \(f\)), we
expect a 1st order of convergence for the control variable.  Indeed,
the error column in the numerical experiments confirm that this rate
is obtained in practice.




Moola L-BFGS

The L-BFGS algorithm in Moola implements the limited memory quasi
Newton method with Broyden-Fletcher-Goldfarb-Shanno updates.  For
the numerical experiments, the set of the memory history was set to
10.

The numerical results yield:








	Mesh element size

	L-BFGS iterations

	Error in control





	6.250e-02

	53

	3.83e-02



	3.125e-02

	50

	1.69e-02



	1.563e-02

	57

	8.05e-03



	7.813e-03

	56

	3.97e-03






Again a mesh-independent convergence and a 1st order convergence of
the control can be observed.
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Topology optimisation of heat conduction problems governed by the Poisson equation

Section author: Patrick E. Farrell <patrick.farrell@maths.ox.ac.uk>

This demo solves example 1 of [3E-GHBS06].


Problem definition

This problem is to minimise the compliance


\[\int_{\Omega} fT + \alpha \int_{\Omega} \nabla a \cdot \nabla a\]

subject to the Poisson equation with mixed Dirichlet–Neumann
conditions


\[\begin{split}-\mathrm{div}(k(a) \nabla T) &= f  \qquad \mathrm{in} \ \Omega           \\
                  T &= 0  \qquad \mathrm{on} \ \delta \Omega_D  \\
    (k(a) \nabla T) &= 0  \qquad \mathrm{on} \ \delta \Omega_N  \\\end{split}\]

and to the control constraints


\[\begin{split}0 \le a(x) &\le 1  \qquad \forall x \in \Omega \\
\int_{\Omega} a &\le V\end{split}\]

where \(\Omega\) is the unit square, \(T\) is the temperature,
\(a\) is the control (\(a(x) = 1\) means material, \(a(x)
= 0\) means no material), \(f\) is a prescribed source term (here
the constant \(10^{-2}\)), \(k(a)\) is the Solid Isotropic
Material with Penalisation parameterisation [3E-BendsoeS03]
\(\epsilon + (1 - \epsilon) a^p\) with \(\epsilon\) and
\(p\) prescribed constants, \(\alpha\) is a regularisation
term, and \(V\) is the volume bound on the control.

Physically, the problem is to finding the material distribution
\(a(x)\) that minimises the integral of the temperature when the amount of highly
conducting material is limited. This code makes several approximations to
this physical problem. Instead of solving an integer optimisation problem (at each
location, we either have conducting material or we do not), a continuous relaxation
is performed; this is standard in topology optimisation [3E-BendsoeS03]. Furthermore,
the discrete solution varies as the mesh is refined: the continuous solution exhibits
features at all scales, and these must be carefully handled in a discretisation
of the problem. In this example we merely add a fixed \(H^1\) regularisation
term; a better approach is to add a mesh-dependent Helmholtz filter (see for example
[3E-LS11]).

This example demonstrates how to implement general control
constraints, and how to use IPOPT [3E-WachterB06] to solve the
optimisation problem.




Implementation

First, the dolfin and dolfin_adjoint modules are
imported:

from fenics import *

from fenics_adjoint import *





Next we import the Python interface to IPOPT. If IPOPT is
unavailable on your system, we strongly suggest you install it; IPOPT is a well-established open-source
optimisation algorithm.

try:
    import pyipopt # noqa: F401
except ImportError:
    print("""This example depends on IPOPT and pyipopt. \
  When compiling IPOPT, make sure to link against HSL, as it \
  is a necessity for practical problems.""")
    raise

# turn off redundant output in parallel
parameters["std_out_all_processes"] = False





Next we define some constants, and the Solid Isotropic Material with
Penalisation (SIMP) rule.

V = Constant(0.4)  # volume bound on the control
p = Constant(5)  # power used in the solid isotropic material
# with penalisation (SIMP) rule, to encourage the control
# solution to attain either 0 or 1
eps = Constant(1.0e-3)  # epsilon used in the solid isotropic material
alpha = Constant(1.0e-8)  # regularisation coefficient in functional


def k(a):
    """Solid isotropic material with penalisation (SIMP) conductivity
  rule, equation (11)."""
    return eps + (1 - eps) * a ** p





Next we define the mesh (a unit square) and the function spaces to be
used for the control \(a\) and forward solution \(T\).

n = 250
mesh = UnitSquareMesh(n, n)
A = FunctionSpace(mesh, "CG", 1)  # function space for control
P = FunctionSpace(mesh, "CG", 1)  # function space for solution





Next we define the forward boundary condition and source term.

class WestNorth(SubDomain):
    """The top and left boundary of the unitsquare, used to enforce the Dirichlet boundary condition."""

    def inside(self, x, on_boundary):
        return (x[0] == 0.0 or x[1] == 1.0) and on_boundary


# the Dirichlet BC; the Neumann BC will be implemented implicitly by
# dropping the surface integral after integration by parts
bc = [DirichletBC(P, 0.0, WestNorth())]
f = interpolate(Constant(1.0e-2), P)  # the volume source term for the PDE





Next we define a function that given a control \(a\) solves the
forward PDE for the temperature \(T\). (The advantage of
formulating it in this manner is that it makes it easy to conduct
Taylor remainder convergence tests.)

def forward(a):
    """Solve the forward problem for a given material distribution a(x)."""
    T = Function(P, name="Temperature")
    v = TestFunction(P)

    F = inner(grad(v), k(a) * grad(T)) * dx - f * v * dx
    solve(F == 0, T, bc, solver_parameters={"newton_solver": {"absolute_tolerance": 1.0e-7,
                                                              "maximum_iterations": 20}})

    return T





Now we define the __main__ section. We define the initial guess
for the control and use it to solve the forward PDE. In order to
ensure feasibility of the initial control guess, we interpolate the
volume bound; this ensures that the integral constraint and the
bound constraint are satisfied.

if __name__ == "__main__":
    a = interpolate(V, A)  # initial guess.
    T = forward(a)  # solve the forward problem once.





With the forward problem solved once, dolfin_adjoint has
built a tape of the forward model; it will use this tape to drive
the optimisation, by repeatedly solving the forward model and the
adjoint model for varying control inputs.

A common task when solving optimisation problems is to implement a
callback that gets executed at every functional evaluation. (For
example, this might be to record the value of the functional so that
it can be plotted as a function of iteration, or to record statistics
about the controls suggested by the optimisation algorithm.) The
following callback outputs each evaluation to VTK format, for
visualisation in paraview. Note that the callback will output each
evaluation; this means that it will be called more often than the
number of iterations the optimisation algorithm reports, due to line
searches. It is also possible to implement callbacks that are
executed on every functional derivative calculation.

controls = File("output/control_iterations.pvd")
a_viz = Function(A, name="ControlVisualisation")


def eval_cb(j, a):
    a_viz.assign(a)
    controls << a_viz





Now we define the functional, compliance with a weak regularisation
term on the gradient of the material

J = assemble(f * T * dx + alpha * inner(grad(a), grad(a)) * dx)
m = Control(a)
Jhat = ReducedFunctional(J, m, eval_cb_post=eval_cb)





This ReducedFunctional object solves the forward PDE using
dolfin-adjoint’s tape each time the functional is to be evaluated, and
derives and solves the adjoint equation each time the functional
gradient is to be evaluated. The ReducedFunctional object
takes in high-level Dolfin objects (i.e. the input to the evaluation
Jhat(a) would be a dolfin.Function).

Now let us configure the control constraints. The bound constraints
are easy:

lb = 0.0
ub = 1.0





The volume constraint involves a little bit more work. Following
[3E-NW06], inequality constraints are represented as
(possibly vector) functions \(g\) defined such that \(g(a)
\ge 0\). The constraint is implemented by subclassing the
InequalityConstraint class. (To implement equality
constraints, see the documentation for
EqualityConstraint.)  In this case, our \(g(a) = V -
\int_{\Omega} a\). In order to implement the constraint, we have to
implement three methods: one to compute the constraint value, one to
compute its Jacobian, and one to return the number of components in
the constraint.

class VolumeConstraint(InequalityConstraint):
    """A class that enforces the volume constraint g(a) = V - a*dx >= 0."""

    def __init__(self, V):
        self.V = float(V)





The derivative of the constraint g(x) is constant (it is the
diagonal of the lumped mass matrix for the control function space),
so let’s assemble it here once.  This is also useful in rapidly
calculating the integral each time without re-assembling.

    self.smass = assemble(TestFunction(A) * Constant(1) * dx)
    self.tmpvec = Function(A)

def function(self, m):
    from pyadjoint.reduced_functional_numpy import set_local
    set_local(self.tmpvec, m)





Compute the integral of the control over the domain

    integral = self.smass.inner(self.tmpvec.vector())
    if MPI.rank(MPI.comm_world) == 0:
        print("Current control integral: ", integral)
    return [self.V - integral]

def jacobian(self, m):
    return [-self.smass]

def output_workspace(self):
    return [0.0]

def length(self):
    """Return the number of components in the constraint vector (here, one)."""
    return 1





Now that all the ingredients are in place, we can perform the
optimisation.  The MinimizationProblem class
represents the optimisation problem to be solved. We instantiate
this and pass it to pyipopt to solve:

problem = MinimizationProblem(Jhat, bounds=(lb, ub), constraints=VolumeConstraint(V))

parameters = {"acceptable_tol": 1.0e-3, "maximum_iterations": 100}
solver = IPOPTSolver(problem, parameters=parameters)
a_opt = solver.solve()

File("output/final_solution.pvd") << a_opt
xdmf_filename = XDMFFile(MPI.comm_world, "output/final_solution.xdmf")
xdmf_filename.write(a_opt)





The example code can be found in examples/poisson-topology/ in the
dolfin-adjoint source tree, and executed as follows:

$ mpiexec -n 4 python poisson-topology.py
...
Number of Iterations....: 30

                                 (scaled)                 (unscaled)
Objective...............:   1.3911443093658383e-04    1.3911443093658383e-04
Dual infeasibility......:   5.5344657856725436e-08    5.5344657856725436e-08
Constraint violation....:   0.0000000000000000e+00    0.0000000000000000e+00
Complementarity.........:   3.7713488091294136e-09    3.7713488091294136e-09
Overall NLP error.......:   5.5344657856725436e-08    5.5344657856725436e-08


Number of objective function evaluations             = 31
Number of objective gradient evaluations             = 31
Number of equality constraint evaluations            = 0
Number of inequality constraint evaluations          = 31
Number of equality constraint Jacobian evaluations   = 0
Number of inequality constraint Jacobian evaluations = 31
Number of Lagrangian Hessian evaluations             = 0
Total CPU secs in IPOPT (w/o function evaluations)   =      5.012
Total CPU secs in NLP function evaluations           =     47.108

EXIT: Solved To Acceptable Level.





The optimisation iterations can be visualised by opening
output/control_iterations.pvd in paraview. The resulting solution
exhibits fascinating dendritic structures, similar to the reference
solution found in [3E-GHBS06].

[image: ../../_images/poisson-topology.png]
See also examples/poisson-topology/poisson-topology-3d.py for a 3-dimensional
generalisation of this example, with the following solution:

[image: ../../_images/poisson-topology-3d.png]
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Generalised stability analysis of double-diffusive salt fingering

Section author: Patrick E. Farrell <patrick.farrell@maths.ox.ac.uk>

This demo solves example 4.2 of [6E-FCF14].


Background

In the ocean, the diffusivity coefficient of temperature is approximately two
orders of magnitude larger than the diffusivity coefficient of salinity.
Suppose warm salty water lies above colder, less salty water. If a parcel of
warm salty water sinks downwards into the colder region, the heat of the
parcel will diffuse away much faster than its salt, thus making the parcel
denser, and causing it to sink further. Similarly, if a parcel of cold, less
salty water rises into the warmer region, it will gain heat from its
surroundings much faster than it will gain salinity, making the parcel more
buoyant. This phenomenon is referred to as ‘’salt fingering’’
[6E-Ste60] and has been observed in many real-world oceanographic
contexts [6E-Tur85].

Ozgokmen and Esenkov [6E-OzgokmenE98] used a numerical model to
investigate asymmetry in the growth of salt fingers caused by nonlinearities
in the equation of state. In this work, we investigate the stability of the
proposed configuration to small perturbations. Generalised stability theory
is an extension of asymptotic linear stability theory to finite time horizons,
and requires computing the singular value decomposition of the model
propagator, whose action requires the solution of the tangent linear and
adjoint models.




Problem definition

The equations describing the system are the two-dimensional
vorticity-streamfunction formulation of the time-dependent Navier–Stokes
equations, coupled to two advection equations for temperature and salinity:


\[\begin{split}\frac{\partial \zeta}{\partial t} + \nabla^{\perp} \psi \cdot \nabla \zeta &= \frac{\textrm{Ra}}{\textrm{Pr}}\left(\frac{\partial T}{\partial x} - \frac{1}{R_{\rho}^0} \frac{\partial S}{\partial x}\right) + \nabla^2 \zeta, \\
\frac{\partial T}{\partial t} + \nabla^{\perp} \psi \cdot \nabla T &= \frac{1}{\textrm{Pr}} \nabla^2 T, \\
\frac{\partial S}{\partial t} + \nabla^{\perp} \psi \cdot \nabla S &= \frac{1}{\textrm{Sc}} \nabla^2 S, \\
\nabla^2 \psi &= \zeta,\end{split}\]

where \(\zeta\) is the vorticity, \(\psi\) is the streamfunction,
\(T\) is the temperature, \(S\) is the salinity, and \(\textrm{Ra}\),
\(\textrm{Sc}\), \(\textrm{Pr}\) and \({R_{\rho}^0}\) are nondimensional parameters.
Periodic boundary conditions are applied on the left and right boundaries.
The configuration consists of two well-mixed layers (i.e., of homogeneous
temperature and salinity) separated by an interface. To activate the
instability, [6E-OzgokmenE98] add a sinusoidal perturbation to the initial
salinity field.




Implementation

We start our implementation by importing the dolfin and
dolfin_adjoint modules

from __future__ import print_function
from fenics import *
from fenics_adjoint import *





Next we create a 50 x 50 regular mesh of the rectangle \([0, 1] \times
[0, 2]\).  This mesh is quite coarse so that the demo runs in approximately ten
minutes; for production computations, this might be run at 300 x 300 or 500 x
500.

mesh = RectangleMesh(Point(0, 0), Point(1, 2), 50, 50)





Computing the singular value decomposition of the propagator requires many
actions of the propagator, the operator that maps perturbations in the input
to perturbations in the output at some finite time later.  (The propagator is
typically dense, and so the SVD is computed matrix-free.) Each action requires
the solution of the tangent linear and adjoint systems. Since the same
equations are solved over and over for each action, dolfin-adjoint can
optionally cache the LU factorizations to greatly speed up subsequent
propagator actions.

#parameters["adjoint"]["cache_factorizations"] = True





Here we enforce the periodic boundary conditions that map the right-hand
boundary to the left-hand boundary. The inside() function indicates
which boundary is to be mapped to (here the left); the map()
function maps from the right-hand boundary to the left-hand boundary.

class PeriodicBoundary(SubDomain):
    def inside(self, x, on_boundary):
        return x[0] == 0.0 and on_boundary

    def map(self, x, y):
        y[0] = x[0] - 1
        y[1] = x[1]

pbc = PeriodicBoundary()





Now we declare our function spaces. Since the vorticity-streamfunction
formulation no longer has a divergence constraint, we can use piecewise linear
Galerkin finite elements for every prognostic field, without concern for
inf-sup stability conditions.

Vh = FiniteElement("CG", mesh.ufl_cell(), 1)
Ph = FiniteElement("CG", mesh.ufl_cell(), 1)
Th = FiniteElement("CG", mesh.ufl_cell(), 1)
Sh = FiniteElement("CG", mesh.ufl_cell(), 1)

Z = FunctionSpace(mesh, MixedElement((Vh, Ph, Th, Sh)), constrained_domain=pbc)
V, P, T, S = Z.split()
V, P, T, S = V.collapse(), P.collapse(), T.collapse(), S.collapse()





We impose that the streamfunction is zero on the top and bottom.

streamfunction_bc_top = DirichletBC(Z.sub(1), 0.0, "on_boundary && near(x[1], 2.0)")
streamfunction_bc_bot = DirichletBC(Z.sub(1), 0.0, "on_boundary && near(x[1], 0.0)")
bcs = [streamfunction_bc_top, streamfunction_bc_bot]





Set parameters for the timestepping (implicit midpoint) and
values of the nondimensional parameters.

dt = Constant(0.001)
endT = 0.05
theta = 0.5

Ra = Constant(1*10**6)
Pr = Constant(7)
Sc = Constant(700)
Rrho = Constant(1.8)





Now we configure the initial conditions of [6E-OzgokmenE98].
Since we want to investigate the stability of perturbations to
salinity, we will configure the model so that it propagates a
scalar field called “InitialSalinity” to a scalar field called
“FinalSalinity”. Therefore the steps involved in setting up the
initial condition are:


	Project the initial salinity field to the salinity function space


	Project that field and the initial conditions for vorticity and
temperature into the mixed function space, while simultaneously
solving for the streamfunction.




def get_ic():

    class InitialSalinity(Expression):
        def eval(self, values, x):
            # salinity initial condition: salty on top, fresh on the bottom, and a wavy
            # interface in between
            if x[1] > 1.1 + 0.016*cos(10*pi*x[0]):
                values[0] = 1.0
            elif x[1] < 0.9 + 0.016*cos(10*pi*x[0]):
                values[0] = 0.0
            else:
                values[0] = 5*(x[1]-0.016*cos(10*pi*x[0])) - 4.5

    class InitialTemperature(Expression):
        def eval(self, values, x):
            # temperature initial condition: warm on top, cool on bottom
            if x[1] > 1.1:
                values[0] = 1.0
            elif x[1] < 0.9:
                values[0] = 0.0
            else:
                values[0] = 5*x[1] - 4.5

    salinity_ic = interpolate(InitialSalinity(degree=1), S)
    zeta        = Constant(0) # initially at rest
    t           = InitialTemperature(degree=1)
    s           = salinity_ic

    z_test = TestFunction(Z)
    (zeta_test, p_test, t_test, s_test) = split(z_test)

    z = Function(Z, name="State")
    (zeta_trial, p_trial, t_trial, s_trial) = split(z)

    # project zeta, t, s; solve for the streamfunction p

    a = (inner(zeta_test, zeta_trial)*dx +
         inner(t_test, t_trial)*dx       +
         inner(s_test, s_trial)*dx       +
         inner(grad(p_test), grad(p_trial))*dx)
    L = (inner(zeta_test, zeta)*dx       +
         inner(t_test, t)*dx             +
         inner(s_test, s)*dx             -
         inner(p_test, zeta)*dx)
    F = a - L

    solve(F == 0, z, bcs, solver_parameters={"newton_solver": {"linear_solver": "lu"}})
    return z





[image: ../../_images/salinity-ic.png]
Finally, once we have the mixed function state (zeta, p, t, s) at the end of
the run, we need to project out the salinity. dolfin-adjoint considers whole
functions, not parts of mixed function spaces, and hence the final salinity
component must be projected to the salinity space to ensure that the model is
seen as a map from the initial salinity to the final salinity.

def project_salinity(z_final):
    s = project(split(z_final)[-1], S, name="FinalSalinity")
    return s





The main loop of the forward model. Compute the initial conditions, advance
the equations forward in time, and then compute the final salinity.

def main():

    # This function takes the theta-weighted average of the old
    # and new values at a timestep. This is used in the timestepping
    # later.

    def cn(old, new):
        return (1-theta)*old + theta*new

    # Define the :math:`\nabla^\perp` operator (the 2D equivalent of
    # the cross product) and advection flux operators.

    def grad_perp(field):
        x = grad(field)
        return as_vector([-x[1], x[0]])

    def J(test, stream, tracer):
        return -inner(grad(test), tracer*(grad_perp(stream)))*dx

    z_old = get_ic()
    (zeta_old, p_old, t_old, s_old) = split(z_old)

    store(z_old, time=0.0)

    z_test = TestFunction(Z)
    (zeta_test, p_test, t_test, s_test) = split(z_test)

    z = Function(Z, name="NextState")
    (zeta, p, t, s) = split(z)

    t_cn = cn(t_old, t)
    s_cn = cn(s_old, s)
    zeta_cn = cn(zeta_old, zeta)

    time = 0.0
    while time < endT:
        F = (inner((zeta - zeta_old)/dt, zeta_test)*dx
          +  (1-theta)* J(zeta_test, p_old, zeta_old)
          +  (theta)  * J(zeta_test, p, zeta)
          -  Ra*(1.0/Pr) * inner(zeta_test, grad(t_cn)[0] - (1.0/Rrho)*grad(s_cn)[0])*dx
          +  inner(grad(zeta_test), grad(zeta_cn))*dx
          +  inner((t - t_old)/dt, t_test)*dx
          +  (1-theta)* J(t_test, p_old, t_old)
          +  (theta)  * J(t_test, p, t)
          +  (1.0/Pr) * inner(grad(t_test), grad(t_cn))*dx
          +  inner((s - s_old)/dt, s_test)*dx
          +  (1-theta)* J(s_test, p_old, s_old)
          +  (theta)  * J(s_test, p, s)
          +  (1.0/Sc) * inner(grad(s_test), grad(s_cn))*dx
          +  inner(grad(p_test), grad(p))*dx
          +  inner(p_test, zeta)*dx)

        solve(F == 0, z, bcs=bcs, J=derivative(F, z), solver_parameters=
        {"newton_solver": {"maximum_iterations": 20, "linear_solver": "mumps"}})

        z_old.assign(z)

        time += float(dt)
        store(z_old, time=time)

    s = project_salinity(z_old)





I/O functions for the forward and stability runs.  First, define a function to
perform the I/O during the forward run.  These PVD files store the forward
simulation results for visualisation in paraview.

zeta_pvd = File("results/velocity.pvd")
p_pvd = File("results/streamfunction.pvd")
t_pvd = File("results/temperature.pvd")
s_pvd = File("results/salinity.pvd")

def store(z, time):
    if MPI.rank(mpi_comm_world()) == 0:
        info_blue("Storing variables at t=%s" % time)

    (u, p, t, s) = z.split()

    u.rename("Velocity", "u")
    p.rename("Pressure", "p")
    t.rename("Temperature", "t")
    s.rename("Salinity", "s")
    zeta_pvd << (u, time)
    p_pvd << (p, time)
    t_pvd << (t, time)
    s_pvd << (s, time)





Next, the I/O function for the output of the generalised stability analysis
(gst stands for generalised stability theory).

s_in_pvd = File("results/gst_input_s.pvd")
s_out_pvd = File("results/gst_output_s.pvd")

def store_gst(z, io, i):
    if io == "input":
        z.rename("SalinityIn%d" % i, "gst_in_%d" % i)
        s_in_pvd << (z, float(i))

        filexdmf = XDMFFile(mpi_comm_world(), "results/gst_input_%s.xdmf" % i)
        filexdmf.write(z)
    elif io == "output":
        z.rename("SalinityOut%d" % i, "gst_out_%d" % i)
        s_out_pvd << (z, float(i))

        filexdmf = XDMFFile(mpi_comm_world(), "results/gst_output_%s.xdmf" % i)
        filexdmf.write(z)

if __name__ == "__main__":
# First, run the forward model, building the graph:

    z = main()





Now take the singular value decomposition of the propagator that maps
perturbations to initial salinity forwards in time to perturbations in final
salinity. This requires that libadjoint was compiled with support for SLEPc:

gst = compute_gst("InitialSalinity", "FinalSalinity", nsv=2)





Now fetch the results of the SVD:

for i in range(gst.ncv):
    (sigma, u, v) = gst.get_gst(i, return_vectors=True)

    print("Singular value: ", sigma)

    store_gst(v, "input", i)
    store_gst(u, "output", i)





The example code can be found in examples/salt-fingering in the dolfin-adjoint
source tree, and executed as follows:

$ mpiexec -n 4 python salt-fingering.py
...
1 EPS nconv=2 Values (Errors) 1.13047e+06GST calculation took 17 multiplications of L^*L.
GST calculation took 17 multiplications of L^*L.
Singular value:  1063.23627036
Singular value:  1062.77728405





The fact that the singular values are greater than 1 indicates that the system
is unstable to the perturbations identified.

This image shows the leading initial perturbation and the arising final perturbation.
The perturbation selectively promotes the growth of some fingers, and retards the
growth of others.

[image: ../../_images/salinity-combined.png]
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Dirichlet BC control of the Stokes equations

Section author: Simon W. Funke <simon@simula.no>, André Massing <massing@simula.no>

This example demonstrates how to compute the sensitivity with respect to the Dirichlet
boundary conditions in pyadjoint.


Problem definition

Consider the problem of minimising the compliance


\[\min_{g, u, p} \ \frac{1}{2}\int_{\Omega} \nabla u \cdot \nabla u~\textrm{d}x +  \frac{\alpha}{2} \int_{\partial \Omega_{\textrm{circle}}} g^2~\textrm{d}s\]

subject to the Stokes equations


\[\begin{split}-\nu \Delta u + \nabla p &= 0  \qquad \mathrm{in} \ \Omega \\
                  \mathrm{div }\  u &= 0  \qquad \mathrm{in} \ \Omega  \\\end{split}\]

with Dirichlet boundary conditions


\[\begin{split}u &= g  \qquad \mathrm{on} \ \partial \Omega_{\textrm{cirlce}} \\
u &= f  \qquad \mathrm{on} \ \partial \Omega_{\textrm{in}} \\
u &= 0  \qquad \mathrm{on} \ \partial \Omega_{\textrm{walls}} \\
p &= 0  \qquad \mathrm{on} \ \partial \Omega_{\textrm{out}} \\\end{split}\]

where \(\Omega\) is the domain of interest (visualised below),
\(u:\Omega \to \mathbb R^2\) is the unknown velocity,
\(p:\Omega \to \mathbb R\) is the unknown pressure, \(\nu\)
is the viscosity, \(\alpha\) is the regularisation parameter,
\(f\) denotes the value for the Dirichlet inflow boundary
condition, and \(g\) is the control variable that specifies the
Dirichlet boundary condition on the circle.

[image: ../../_images/stokes_bc_control_domain.png]
Physically, this setup corresponds to minimising the loss of flow
energy into heat by actively controlling the in/outflow at the
circle boundary. To avoid excessive control solutions, non-zero
control values are penalised via the regularisation term.




Implementation

First, the dolfin and dolfin_adjoint modules are imported:

from dolfin import *
from dolfin_adjoint import *
set_log_level(LogLevel.ERROR)





Next, we load the mesh. The mesh was generated with mshr; see make-mesh.py
in the same directory.

mesh_xdmf = XDMFFile(MPI.comm_world, "rectangle-less-circle.xdmf")
mesh = Mesh()
mesh_xdmf.read(mesh)





Then, we define the discrete function spaces. A Taylor-Hood
finite-element pair is a suitable choice for the Stokes equations.
The control function is the Dirichlet boundary value on the velocity
field and is hence be a function on the velocity space (note: FEniCS
cannot restrict functions to boundaries, hence the control is
defined over the entire domain).

V_h = VectorElement("CG", mesh.ufl_cell(), 2)
Q_h = FiniteElement("CG", mesh.ufl_cell(), 1)
W = FunctionSpace(mesh, V_h * Q_h)
V, Q = W.split()

v, q = TestFunctions(W)
x = TrialFunction(W)
u, p = split(x)
s = Function(W, name="State")
V_collapse = V.collapse()
g = Function(V_collapse, name="Control")

nu = Constant(1)





Our functional requires the computation of a boundary integral
over \(\partial \Omega_{\textrm{circle}}\).  Therefore, we need
to create a measure for this integral, which will be accessible as
ds(2) in the definition of the functional. In addition, we
define our strong Dirichlet boundary conditions.

# Define the circle boundary
class Circle(SubDomain):
    def inside(self, x, on_boundary):
        return on_boundary and (x[0]-10)**2 + (x[1]-5)**2 < 3**2

facet_marker = MeshFunction("size_t", mesh, mesh.topology().dim() - 1)
facet_marker.set_all(10)
Circle().mark(facet_marker, 2)

# Define a boundary measure with circle boundary tagged.
ds = ds(subdomain_data=facet_marker)

# Define boundary conditions
u_inflow = Expression(("x[1]*(10-x[1])/25", "0"), degree=1)
noslip = DirichletBC(W.sub(0), (0, 0),
                     "on_boundary && (x[1] >= 9.9 || x[1] < 0.1)")
inflow = DirichletBC(W.sub(0), u_inflow, "on_boundary && x[0] <= 0.1")
circle = DirichletBC(W.sub(0), g, facet_marker, 2)
bcs = [inflow, noslip, circle]





We derive the standard weak formulation of
the Stokes problem: Find \(u, p\) such that for all test
functions \(v, q\)


\[a(u,p; v,q) = L(u,p;v,q)\]

with


\[\begin{split}a(u,p;v,q) =&\ \nu \left<\nabla (u), \nabla (v)\right>_\Omega \\
        & - \left<p, \textrm{div} v \right>_{\Omega}
        - \left<q, \textrm{div} u \right>_{\Omega}
        \\
L(u,p;v,q) =&\ 0\end{split}\]

In code, this becomes:

a = (nu*inner(grad(u), grad(v))*dx
     - inner(p, div(v))*dx
     - inner(q, div(u))*dx
     )
L = inner(Constant((0, 0)), v)*dx





Next we assemble and solve the system once to record it with
dolin-adjoint.

A, b = assemble_system(a, L, bcs)
solve(A, s.vector(), b)





Next we define the functional of interest \(J\), the
optimisation parameter \(g\), and create the reduced
functional.

u, p = split(s)
alpha = Constant(10)

J = assemble(1./2*inner(grad(u), grad(u))*dx + alpha/2*inner(g, g)*ds(2))
m = Control(g)
Jhat = ReducedFunctional(J, m)





Now, everything is set up to run the optimisation and to plot the
results. By default, minimize() uses the L-BFGS-B
algorithm.

g_opt = minimize(Jhat, options={"disp": True})
plot(g_opt, title="Optimised boundary")

g.assign(g_opt)
A, b = assemble_system(a, L, bcs)
solve(A, s.vector(), b)
plot(s.sub(0), title="Velocity")
plot(s.sub(1), title="Pressure")








Results

The example code can be found in examples/stokes-bc-control in
the dolfin-adjoint source tree, and executed as follows:

$ python stokes-bc-control.py
  ...
  At iterate   19    f=  1.99805D+01    |proj g|=  3.73343D-04

  At iterate   20    f=  1.99805D+01    |proj g|=  1.34691D-04

  At iterate   21    f=  1.99805D+01    |proj g|=  6.16572D-05

             * * *

  Tit   = total number of iterations
  Tnf   = total number of function evaluations
  Tnint = total number of segments explored during Cauchy searches
  Skip  = number of BFGS updates skipped
  Nact  = number of active bounds at final generalized Cauchy point
  Projg = norm of the final projected gradient
  F     = final function value

             * * *

     N    Tit     Tnf  Tnint  Skip  Nact     Projg        F
  15708     21     26      1     0     0   6.166D-05   1.998D+01
    F =   19.980459647407621

  CONVERGENCE: REL_REDUCTION_OF_F_<=_FACTR*EPSMCH

   Cauchy                time 0.000E+00 seconds.
   Subspace minimization time 0.000E+00 seconds.
   Line search           time 0.000E+00 seconds.

   Total User time 0.000E+00 seconds.





The results are visualised in the following images.  The first image
shows the optimised control function, i.e. the Dirichlet values on
the circle boundary which minimise the loss of flow energy into
heat.

[image: ../../_images/optimal_control.png]
The next image shows the associated velocity:

[image: ../../_images/velocity.png]
And the final image shows the pressure:

[image: ../../_images/pressure.png]
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Drag minimization over an obstacle in Stokes-flow

Section author: Jørgen S. Dokken <dokken@simula.no>

This demo solves the famous shape optimization problem
for minimizing drag over an obstacle subject to Stokes
flow. This problem was initially analyzed by [1E-Pir74]
where the optimal geometry was found to be a rugby shaped ball with
a 90 degree front and back wedge.

We start with a circular obstacle in a duct, with an inlet on the left
hand side, outlet on the right hand side, and no-slip walls on the top and
the bottom.


[image: ../../_images/initial.png]



Shape optimization

We define the change of the fluid domain from its unperturbed state
\(\Omega_0\), as \(\Omega(s)=\{x+s(h)\vert x\in \Omega_0 \}\),
, and \(s\) is solving a linear elasticity problem [1E-SS16] with
a variable Lamé parameter \(\mu\).


(1)\[\begin{split}\mathrm{div}(\sigma) &= 0 \qquad \text{in } \Omega_0 \\
   s&=0 \qquad \text{on} \ \Lambda_1\cup\Lambda_2\cup\Lambda_3,\\
   \frac{\partial s}{\partial n} &= h \qquad \text{on} \ \Gamma.\\\end{split}\]

where


\[\begin{split}\sigma &:= \lambda_{elas} \mathrm{Tr}(\epsilon)I + 2\mu_{elas}\epsilon \\
\epsilon &:=\frac{1}{2}(\nabla s + \nabla s^T)\end{split}\]

is the stress and strain tensors, respectively. We set \(\lambda_{elas}=0\), and let \(\mu_{elas}\) solve


\[\begin{split}\Delta \mu_{elas} = 0& \qquad \text{in } \Omega_0 \\
\mu_{elas} = 1 &\qquad \text{on} \ \Lambda_1\cup\Lambda_2\cup\Lambda_3\\
\mu_{elas} = 500& \qquad \text{on} \ \Gamma\end{split}\]

As opposed to [1E-SS16], we do not use the the linear
elasticity equation as a Riesz-representation of the shape derivative.
We instead use the stresses \(h\) in (1) as the design
parameters for the problem.




Problem definition

This problem is to find the shape of the obstacle \(\Gamma\), which minimizes the dissipated power in the fluid


\[\min_{h,u,s} \int_{\Omega(s)} \sum_{i,j=1}^2 \left(
\frac{\partial u_i}{\partial x_j}\right)^2~\mathrm{d} x
 +\alpha\Big(\mathrm{Vol}(\Omega(s))-\mathrm{Vol}(\Omega_0)\Big)^2
+ \beta\sum_{j=1}^2 \Big(\mathrm{Bc}_j(\Omega(s))
-\mathrm{Bc}_j(\Omega_0)\Big)^2,\]

where \(\mathrm{Vol}(\Omega)\) is the volume and
\(\mathrm{Bc}_j(\Omega)\) is the \(j\)-th component of the barycenter
of the obstacle.
The state variable \(u\) is a velocity field subject to the Stokes equations:


(2)\[\begin{split}-\Delta u + \nabla p &= 0 \qquad \mathrm{in} \ \Omega(s), \\
   \mathrm{div}(u) &= 0 \qquad \mathrm{in} \ \Omega(s), \\
   u &= 0 \qquad \mathrm{on} \ \Gamma(s)\cup\Lambda_1,\\
   u &= g \qquad \mathrm{on} \ \Lambda_2, \\
   \frac{\partial u }{\partial n} + pn &= 0 \qquad \mathrm{on} \ \Lambda_3,\end{split}\]

where \(\Lambda_1\) are the walls, \(\Lambda_2\) the inlet
and \(\Lambda_3\) the outlet of the channel.




Implementation

First, the dolfin and dolfin_adjoint modules are imported:

from dolfin import *
from dolfin_adjoint import *
set_log_level(LogLevel.ERROR)





Next, we load the facet marker values used in the mesh, as well as some
geometrical quantities mesh-generator file.

from create_mesh import inflow, outflow, walls, obstacle, c_x, c_y, L, H





The initial (unperturbed) mesh and corresponding facet function from their respective
xdmf-files.

mesh = Mesh()
with XDMFFile("mesh.xdmf") as infile:
    infile.read(mesh)
    mvc = MeshValueCollection("size_t", mesh, 1)
with XDMFFile("mf.xdmf") as infile:
    infile.read(mvc, "name_to_read")
    mf = cpp.mesh.MeshFunctionSizet(mesh, mvc)





We compute the initial volume of the obstacle

one = Constant(1)
Vol0 = L*H - assemble(one*dx(domain=mesh))





We create a Boundary-mesh and function space for our control \(h\)

b_mesh = BoundaryMesh(mesh, "exterior")
S_b = VectorFunctionSpace(b_mesh, "CG", 1)
h = Function(S_b, name="Design")

zero = Constant([0]*mesh.geometric_dimension())





We create a corresponding function space on \(\Omega\), and
transfer the corresponding boundary values to the function
\(h_V\). This call is needed to be able to represent
\(h\) in the variational form of \(s\).

S = VectorFunctionSpace(mesh, "CG", 1)
s = Function(S, name="Mesh perturbation field")
h_V = transfer_from_boundary(h, mesh)
h_V.rename("Volume extension of h", "")





We can now transfer our mesh according to (1).

def mesh_deformation(h):
    # Compute variable :math:`\mu`
    V = FunctionSpace(mesh, "CG", 1)
    u, v = TrialFunction(V), TestFunction(V)

    a = -inner(grad(u),grad(v))*dx
    l = Constant(0)*v*dx

    mu_min=Constant(1, name="mu_min")
    mu_max=Constant(500, name="mu_max")
    bcs = []
    for marker in [inflow, outflow, walls]:
        bcs.append(DirichletBC(V, mu_min, mf, marker))
    bcs.append(DirichletBC(V, mu_max, mf, obstacle))

    mu = Function(V, name="mesh deformation mu")
    solve(a==l, mu, bcs=bcs)

    # Compute the mesh deformation
    S = VectorFunctionSpace(mesh, "CG", 1)
    u, v = TrialFunction(S), TestFunction(S)
    dObstacle = Measure("ds", subdomain_data=mf, subdomain_id=obstacle)

    def epsilon(u):
        return sym(grad(u))
    def sigma(u,mu=500, lmb=0):
        return 2*mu*epsilon(u) + lmb*tr(epsilon(u))*Identity(2)

    a = inner(sigma(u,mu=mu), grad(v))*dx
    L = inner(h, v)*dObstacle

    bcs = []
    for marker in [inflow, outflow, walls]:
        bcs.append(DirichletBC(S, zero, mf, marker))

    s = Function(S, name="mesh deformation")
    solve(a==L, s, bcs=bcs)
    return s





We compute the mesh deformation with the volume extension of the control
variable \(h\) and move the domain.

s = mesh_deformation(h_V)
ALE.move(mesh, s)





The next step is to set up (2). We start by defining the
stable Taylor-Hood finite element space.

V2 = VectorElement("CG", mesh.ufl_cell(), 2)
S1 = FiniteElement("CG", mesh.ufl_cell(), 1)
VQ = FunctionSpace(mesh, V2*S1)





Then, we define the test and trial functions, as well as the variational form

(u, p) = TrialFunctions(VQ)
(v, q) = TestFunctions(VQ)
a = inner(grad(u), grad(v))*dx - div(u)*q*dx - div(v)*p*dx
l = inner(zero, v)*dx





The Dirichlet boundary conditions on \(\Gamma\) is defined as follows

(x,y) = SpatialCoordinate(mesh)
g = Expression(("sin(pi*x[1])","0"),degree=2)
bc_inlet = DirichletBC(VQ.sub(0), g, mf, inflow)
bc_obstacle = DirichletBC(VQ.sub(0), zero , mf, obstacle)
bc_walls = DirichletBC(VQ.sub(0), zero, mf, walls)
bcs = [bc_inlet, bc_obstacle, bc_walls]





We solve the mixed equations and split the solution into the velocity-field
\(u\) and pressure-field \(p\).

w = Function(VQ, name="Mixed State Solution")
solve(a==l, w, bcs=bcs)
u, p = w.split()





Plotting the initial velocity and pressure

import matplotlib.pyplot as plt
plt.figure()
plt.subplot(1,2,1)
plot(mesh, color="k", linewidth=0.2, zorder=0)
plot(u, zorder=1, scale=20)
plt.axis("off")
plt.subplot(1,2,2)
plot(p, zorder=1)
plt.axis("off")
plt.savefig("intial.png", dpi=800, bbox_inches="tight", pad_inches=0)





We compute the dissipated energy in the fluid volume,
\(\int_{\Omega(s)} \sum_{i,j=1}^2 \left(\frac{\partial u_i}{\partial x_j}\right)^2~\mathrm{d} x\)

J = assemble(inner(grad(u), grad(u))*dx)





Then, we add a weak enforcement of the volume contraint,
\(\alpha\big(\mathrm{Vol}(\Omega(s))-\mathrm{Vol}(\Omega_0)\big)^2\).

alpha = 1e4
Vol = assemble(one*dx(domain=mesh))
J += alpha*((L*H - Vol) - Vol0)**2





Similarly, we add a weak enforcement of the barycenter contraint,
\(\beta\big(\mathrm{Bc}_j(\Omega(s))-\mathrm{Bc}_j(\Omega_0)\big)^2\).

Bc1 = (L**2*H/2 - assemble(x*dx(domain=mesh))) / (L*H - Vol)
Bc2 = (L*H**2/2 - assemble(y*dx(domain=mesh))) / (L*H - Vol)
beta = 1e4
J+= beta*((Bc1 - c_x)**2 + (Bc2 - c_y)**2)





We define the reduced functional, where \(h\) is the design parameter# and use scipy to minimize the objective.

Jhat = ReducedFunctional(J, Control(h))
s_opt = minimize(Jhat,tol=1e-6, options={"gtol": 1e-6, "maxiter": 50, "disp":True})

# We evaluate the functional with the optimal solution and plot
# the initial and final mesh
plt.figure()
Jhat(h)
initial, _ = plot(mesh, color="b", linewidth=0.25, label="Initial mesh")
Jhat(s_opt)
optimal, _ = plot(mesh, color="r", linewidth=0.25, label="Optimal mesh")
plt.legend(handles=[initial, optimal])
plt.axis("off")
plt.savefig("meshes.png", dpi=800, bbox_inches="tight", pad_inches=0)






[image: ../../_images/meshes.png]


In addition, we perform a Taylor-test to verify the shape gradient and
Hessian. We compute the convergence rates and check that they correspond
to the expected values.

perturbation = interpolate(Expression(("-A*x[0]", "A*x[1]"),
                                      A=5000,degree=2), S_b)
results = taylor_to_dict(Jhat, Function(S_b), perturbation)
assert(min(results["FD"]["Rate"])>0.9)
assert(min(results["dJdm"]["Rate"])>1.95)
assert(min(results["Hm"]["Rate"])>2.95)






	1E-Pir74

	Olivier Pironneau. On optimum design in fluid mechanics. Journal of Fluid Mechanics, 64(1):97–110, 1974. doi:10.1017/S0022112074002023 [https://doi.org/10.1017/S0022112074002023].



	1E-SS16(1,2)

	Volker Schulz and Martin Siebenborn. Computational comparison of surface metrics for PDE constrained shape optimization. Computational Methods in Applied Mathematics, 16(3):485–496, 2016. doi:10.1515/cmam-2016-0009 [https://doi.org/10.1515/cmam-2016-0009].
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Topology optimisation of fluids in Stokes flow

Section author: Patrick E. Farrell <patrick.farrell@maths.ox.ac.uk>

This demo solves example 4 of [4E-BP03].


Problem definition

This problem is to minimise the dissipated power in the fluid


\[\frac{1}{2} \int_{\Omega} \alpha(\rho) u \cdot u + \frac{\mu}{2} \int_{\Omega} \nabla u : \nabla u - \int_{\Omega} f u\]

subject to the Stokes equations with velocity Dirichlet conditions


\[\begin{split}\alpha(\rho) u - \mu \nabla^2 u + \nabla p &= f \qquad \mathrm{in} \ \Omega        \\
                           \mathrm{div}(u) &= 0 \qquad \mathrm{in} \ \Omega        \\
                                         u &= b \qquad \mathrm{on} \ \delta \Omega \\\end{split}\]

and to the control constraints on available fluid volume


\[\begin{split}0 \le \rho(x) &\le 1  \qquad \forall x \in \Omega \\
\int_{\Omega} \rho &\le V\end{split}\]

where \(u\) is the velocity, \(p\) is the pressure,
\(\rho\) is the control (\(\rho(x) = 1\) means fluid present,
\(\rho(x) = 0\) means no fluid present), \(f\) is a prescribed
source term (here 0), \(V\) is the volume bound on the control,
\(\alpha(\rho)\) models the inverse permeability as a function of
the control


\[\alpha(\rho) = \bar{\alpha} + (\underline{\alpha} - \bar{\alpha}) \rho \frac{1 + q}{\rho + q}\]

with \(\bar{\alpha}\), \(\underline{\alpha}\) and \(q\)
prescribed constants. The parameter \(q\) penalises deviations
from the values 0 or 1; the higher q, the closer the solution will be
to having the two discrete values 0 or 1.

The problem domain \(\Omega\) is parameterised by the aspect ratio
\(\delta\) (the domain is 1 unit high and \(\delta\) units
wide); in this example, we will solve the harder problem of
\(\delta = 1.5\).  The boundary conditions are specified in figure
10 of Borrvall and Petersson, reproduced here.

[image: ../../_images/stokes-topology-bcs.png]
Physically, this problem corresponds to finding the fluid-solid
distribution \(\rho(x)\) that minimises the dissipated power in
the fluid.

As Borrvall and Petersson comment, it is necessary to solve this
problem with \(q=0.1\) to ensure that the result approaches a
discrete-valued solution, but solving this problem directly with this
value of \(q\) leads to a local minimum configuration of two
straight pipes across the domain (like the top half of figure 11).
Therefore, we follow their suggestion to first solve the optimisation
problem with a smaller penalty parameter of \(q=0.01\); this
optimisation problem does not yield bang-bang solutions but is easier
to solve, and gives an initial guess from which the \(q=0.1\) case
converges to the better minimum.




Implementation

First, the dolfin and dolfin_adjoint modules are
imported:

from dolfin import *
from dolfin_adjoint import *





Next we import the Python interface to IPOPT. If IPOPT is
unavailable on your system, we strongly suggest you install it; IPOPT is a well-established open-source
optimisation algorithm.

try:
    import pyipopt
except ImportError:
    print("""This example depends on IPOPT and pyipopt. \
  When compiling IPOPT, make sure to link against HSL, as it \
  is a necessity for practical problems.""")
    raise

# turn off redundant output in parallel
parameters["std_out_all_processes"] = False





Next we define some constants, and define the inverse permeability as
a function of \(\rho\).

mu = Constant(1.0)                   # viscosity
alphaunderbar = 2.5 * mu / (100**2)  # parameter for \alpha
alphabar = 2.5 * mu / (0.01**2)      # parameter for \alpha
q = Constant(0.01) # q value that controls difficulty/discrete-valuedness of solution

def alpha(rho):
    """Inverse permeability as a function of rho, equation (40)"""
    return alphabar + (alphaunderbar - alphabar) * rho * (1 + q) / (rho + q)





Next we define the mesh (a rectangle 1 high and \(\delta\) wide)
and the function spaces to be used for the control \(\rho\), the
velocity \(u\) and the pressure \(p\). Here we will use the
Taylor-Hood finite element to discretise the Stokes equations
[4E-TH73].

N = 100
delta = 1.5  # The aspect ratio of the domain, 1 high and \delta wide
V = Constant(1.0/3) * delta  # want the fluid to occupy 1/3 of the domain

mesh = Mesh(RectangleMesh(MPI.comm_world, Point(0.0, 0.0), Point(delta, 1.0), N, N))
A = FunctionSpace(mesh, "CG", 1)        # control function space

U_h = VectorElement("CG", mesh.ufl_cell(), 2)
P_h = FiniteElement("CG", mesh.ufl_cell(), 1)
W = FunctionSpace(mesh, U_h*P_h)          # mixed Taylor-Hood function space





Define the boundary condition on velocity

class InflowOutflow(UserExpression):
    def eval(self, values, x):
        values[1] = 0.0
        values[0] = 0.0
        l = 1.0/6.0
        gbar = 1.0

        if x[0] == 0.0 or x[0] == delta:
            if (1.0/4 - l/2) < x[1] < (1.0/4 + l/2):
                t = x[1] - 1.0/4
                values[0] = gbar*(1 - (2*t/l)**2)
            if (3.0/4 - l/2) < x[1] < (3.0/4 + l/2):
                t = x[1] - 3.0/4
                values[0] = gbar*(1 - (2*t/l)**2)

    def value_shape(self):
        return (2,)





Next we define a function that given a control \(\rho\) solves the
forward PDE for velocity and pressure \((u, p)\). (The advantage
of formulating it in this manner is that it makes it easy to conduct
Taylor remainder convergence tests.)

def forward(rho):
    """Solve the forward problem for a given fluid distribution rho(x)."""
    w = Function(W)
    (u, p) = TrialFunctions(W)
    (v, q) = TestFunctions(W)

    F = (alpha(rho) * inner(u, v) * dx + inner(grad(u), grad(v)) * dx +
         inner(grad(p), v) * dx  + inner(div(u), q) * dx)
    bc = DirichletBC(W.sub(0), InflowOutflow(degree=1), "on_boundary")
    solve(lhs(F) == rhs(F), w, bcs=bc)

    return w





Now we define the __main__ section. We define the initial guess
for the control and use it to solve the forward PDE. In order to
ensure feasibility of the initial control guess, we interpolate the
volume bound; this ensures that the integral constraint and the bound
constraint are satisfied.

if __name__ == "__main__":
    rho = interpolate(Constant(float(V)/delta), A)
    w   = forward(rho)
    (u, p) = split(w)





With the forward problem solved once, dolfin_adjoint has
built a tape of the forward model; it will use this tape to drive
the optimisation, by repeatedly solving the forward model and the
adjoint model for varying control inputs.

As in the Poisson topology example, we will use an evaluation
callback to dump the control iterates to disk for visualisation. As
this optimisation problem (\(q=0.01\)) is solved only to generate
an initial guess for the main task (\(q=0.1\)), we shall save
these iterates in output/control_iterations_guess.pvd.

controls = File("output/control_iterations_guess.pvd")
allctrls = File("output/allcontrols.pvd")
rho_viz = Function(A, name="ControlVisualisation")
def eval_cb(j, rho):
    rho_viz.assign(rho)
    controls << rho_viz
    allctrls << rho_viz





Now we define the functional and reduced functional:

J = assemble(0.5 * inner(alpha(rho) * u, u) * dx + mu * inner(grad(u), grad(u)) * dx)
m = Control(rho)
Jhat = ReducedFunctional(J, m, eval_cb_post=eval_cb)





The control constraints are the same as the Poisson topology
example, but this time we use
the UFLInequalityConstraint class to demonstrate the ease of implementing
inequality constraints with UFL.

# Bound constraints
lb = 0.0
ub = 1.0

# We want V - \int rho dx >= 0, so write this as \int V/delta - rho dx >= 0
volume_constraint = UFLInequalityConstraint((V/delta - rho)*dx, m)





Now that all the ingredients are in place, we can perform the initial
optimisation. We set the maximum number of iterations for this initial
optimisation problem to 20; there’s no need to solve this to
completion, as its only purpose is to generate an initial guess.

# Solve the optimisation problem with q = 0.01
problem = MinimizationProblem(Jhat, bounds=(lb, ub), constraints=volume_constraint)
parameters = {'maximum_iterations': 20}

solver = IPOPTSolver(problem, parameters=parameters)
rho_opt = solver.solve()

rho_opt_xdmf = XDMFFile(MPI.comm_world, "output/control_solution_guess.xdmf")
rho_opt_xdmf.write(rho_opt)





With the optimised value for \(q=0.01\) in hand, we reset the
dolfin-adjoint state, clearing its tape, and configure the new problem
we want to solve. We need to update the values of \(q\) and
\(\rho\):

q.assign(0.1)
rho.assign(rho_opt)
set_working_tape(Tape())





Since we have cleared the tape, we need to execute the forward model
once again to redefine the problem. (It is also possible to modify the
tape, but this way is easier to understand.) We will also redefine the
functionals and parameters; this time, the evaluation callback will
save the optimisation iterations to
output/control_iterations_final.pvd.

rho_intrm = XDMFFile(MPI.comm_world, "intermediate-guess-%s.xdmf" % N)
rho_intrm.write(rho)

w = forward(rho)
(u, p) = split(w)

# Define the reduced functionals
controls = File("output/control_iterations_final.pvd")
rho_viz = Function(A, name="ControlVisualisation")
def eval_cb(j, rho):
    rho_viz.assign(rho)
    controls << rho_viz
    allctrls << rho_viz

J = assemble(0.5 * inner(alpha(rho) * u, u) * dx + mu * inner(grad(u), grad(u)) * dx)
m = Control(rho)
Jhat = ReducedFunctional(J, m, eval_cb_post=eval_cb)





We can now solve the optimisation problem with \(q=0.1\), starting
from the solution of \(q=0.01\):

problem = MinimizationProblem(Jhat, bounds=(lb, ub), constraints=volume_constraint)
parameters = {'maximum_iterations': 100}

solver = IPOPTSolver(problem, parameters=parameters)
rho_opt = solver.solve()

rho_opt_final = XDMFFile(MPI.comm_world, "output/control_solution_final.xdmf")
rho_opt_final.write(rho_opt)





The example code can be found in examples/stokes-topology/ in the
dolfin-adjoint source tree, and executed as follows:

$ mpiexec -n 4 python stokes-topology.py
...
Number of Iterations....: 100

                                   (scaled)                 (unscaled)
Objective...............:   4.5944633030224409e+01    4.5944633030224409e+01
Dual infeasibility......:   1.8048641504211900e-03    1.8048641504211900e-03
Constraint violation....:   0.0000000000000000e+00    0.0000000000000000e+00
Complementarity.........:   9.6698653740681504e-05    9.6698653740681504e-05
Overall NLP error.......:   1.8048641504211900e-03    1.8048641504211900e-03


Number of objective function evaluations             = 105
Number of objective gradient evaluations             = 101
Number of equality constraint evaluations            = 0
Number of inequality constraint evaluations          = 105
Number of equality constraint Jacobian evaluations   = 0
Number of inequality constraint Jacobian evaluations = 101
Number of Lagrangian Hessian evaluations             = 0
Total CPU secs in IPOPT (w/o function evaluations)   =     11.585
Total CPU secs in NLP function evaluations           =    556.795

EXIT: Maximum Number of Iterations Exceeded.





The optimisation iterations can be visualised by opening
output/control_iterations_final.pvd in paraview. The resulting
solution appears very similar to the solution proposed in
[4E-BP03].

[image: ../../_images/stokes-topology.png]
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Time-dependent optimal control of the linear scalar wave equation

Section author: Steven Vandekerckhove


Problem definition

The problem is to minimise the following tracking-type functional


\[J(y, u) =
   \frac{1}{2} \int_{0}^T | u(L, t) - u_\text{obs}(L, t) |^2 \, \, \mathrm{d}t,\]

subjected to the time-dependent scalar wave equation equation


\[\begin{split}u_{tt} - c^2 u_{xx} &= 0 \qquad \mathrm{in} \, \Omega \times (0, T), \\
u(x, 0) &= 0, \\
u(0, t) &= s(t), \\
u(L, t) &= 0,\end{split}\]

where \(c\) is the wave speed and \(\Omega = \left[0, L\right]\) is a one dimensional domain,  for a given source function \(s(t) = \sin(\omega t)\):

In particular, we aim to


\[\min J(u, \omega) \textrm{ over } (u, \omega).\]




Discretization

Using a classic central difference for discretizing in time, with time step
\(\Delta t\), the time-discretized differential equation reads:
for a given \(s^n\), for each time step \(n\), find
\(u^{n+1}\) such that


\[ \begin{align}\begin{aligned}\begin{split} \frac{u^{n+1} - 2 u^n + u^{n-1}}{\Delta t^2} - c^2 u^n_{xx} &= 0, \\\end{split}\\u(0, t^n) = s(t^n) &= s^n.\end{aligned}\end{align} \]

Let \(U\) be the space of continuous piecewise linear functions.
Multiplying by test functions \(v \in U\), integrating by parts over
\(\Omega\), the problem reads: find \(u_h^{n} \in U\) such that


\[\langle \frac{u^{n+1} - 2 u^n + u^{n-1}}{\Delta t^2}, v \rangle
+ \langle c^2 u^n_x, v_x \rangle = 0,\]

hold for all \(v \in U\).




Implementation

We start our implementation by importing the dolfin and dolfin_adjoint modules,
together with the numpy and sys modules, for handling storage and ui:

from __future__ import print_function
from dolfin import *
from dolfin_adjoint import *
import numpy as np
import os, sys

# Set log level
set_log_level(LogLevel.WARNING)





Next, we prepare the mesh,

# Prepare a mesh
mesh = UnitIntervalMesh(50)





and set a time step size:

# Choose a time step size
k = Constant(1e-3)





Since we want to add boundary conditions only on the left hand side,
and make observations on the left hand side, we have to identify both sides
separately:

# Compile sub domains for boundaries
left  = CompiledSubDomain("near(x[0], 0.)")
right = CompiledSubDomain("near(x[0], 1.)")

# Label boundaries, required for the objective
boundary_parts = MeshFunction("size_t", mesh, mesh.topology().dim()-1)
left.mark(boundary_parts, 0)
right.mark(boundary_parts, 1)
ds = Measure("ds", subdomain_data=boundary_parts)





Then, an expression is built for the time dependent source term,
We need to provide a second expression for evaluating its derivative.

class Source(UserExpression):
    def __init__(self, omega=Constant(2e2), **kwargs):
        """ Construct the source function """
        super().__init__(self,**kwargs)
        self.t = 0.0
        self.omega = omega

    def eval(self, value, x):
        """ Evaluate the source function """
        if x[0] < 1e-15:
            value[0] = np.sin(float(self.omega) * self.t)
        else:
            value[0] = 0.


class SourceDerivative(UserExpression):
    def __init__(self, omega=Constant(2e2), Source=None, **kwargs):
        """ Construct the source function derivative """
        super().__init__(**kwargs)
        self.t = 0.0
        self.omega = omega
        self.source = Source  # needed to get the matching time instant

    def eval(self, value, x):
        """ Evaluate the source function's derivative """
        if x[0] < 1e-15:
            value[0] = self.source.t * np.cos(float(self.omega) * self.source.t)
        else:
            value[0] = 0.





Before the inverse problem can be solved, we have to implement the forward problem:

def forward(excitation, c=Constant(1.), record=False, annotate=False, objective=None):
    """ The forward problem """

    # Define function space
    U = FunctionSpace(mesh, "Lagrange", 1)

    # Set up initial values
    u0 = Function(U, name="u0", annotate=annotate)
    u1 = Function(U, name="u1", annotate=annotate)

    # Define test and trial functions
    v = TestFunction(U)
    u = TrialFunction(U)

    # Define variational formulation
    udot = (u - 2. * u1 + u0)
    uold = (0.25 * u + 0.5 * u1 + 0.25 * u0)
    F = (udot * v + k * k * c * c * uold.dx(0) * v.dx(0)) * dx - u * v * ds(0) + excitation * v * ds(0)
    a = lhs(F)
    L = rhs(F)

    # Prepare solution
    u = Function(U, name="u", annotate=annotate)

    # The actual timestepping
    if record: rec = [u1(1.), ]
    i = 1
    t = 0.0  # Initial time
    T = 3.e-1  # Final time
    times = [t, ]
    if objective is not None:
        objective(u1, times[-1])
    while t < T - .5 * float(k):
        excitation.t = t + float(k)
        solve(a == L, u, annotate=annotate)
        u0.assign(u1, annotate=annotate)
        u1.assign(u, annotate=annotate)

        t = i * float(k)
        times.append(t)
        if record:
            rec.append(u1(1.0))
        i += 1
        if objective is not None:
            objective(u1, times[-1])

    if record:
        np.savetxt("recorded.txt", rec)

    return u1, times





Note that the forward solver has been implemented as straight forward as possible,
with litte attention for efficiency. E.g., a significant speed-up could be realized
by re-using the factorization of linear system.

Also a function is defined to assemble the objective.
This is defined as a function that takes in a storage (dictionary)
which avoids using a global variable.
Perhaps an even better solution would be to define a class and
use self as a storage.

def objective(storage, u=None, t=None, finalize=False):
    if finalize:
        area = storage["last_time"] - storage["first_time"]
        M = storage["refs_idx"]
        return area / M * storage["functional"]
    obs = storage["refs"][storage["refs_idx"]]
    storage["functional"] += assemble(inner(u - obs, u - obs) * ds(1))
    storage["refs_idx"] += 1
    storage["last_time"] = t
    if storage["first_time"] is None:
        storage["first_time"] = t

# Callback function for the optimizer
# Writes intermediate results to a logfile
def eval_cb(j, m):
    """ The callback function keeping a log """

    print("omega = %15.10e " % float(m))
    print("objective = %15.10e " % j)





Now we can have a look at the optimization procedure

def optimize(dbg=False):
    """ The optimization routine """

    # Define the control
    Omega = Constant(190)
    source = Source(Omega, degree=3, name="source")

    # provide the coefficient on which this expression depends and its derivative
    source.dependencies = [Omega]
    source.user_defined_derivatives = {Omega: SourceDerivative(Omega, Source=source, degree=3)}

    # Load references
    refs = np.loadtxt("recorded.txt")

    # create noise to references
    gamma = 1.e-5
    if gamma > 0:
        noise = np.random.normal(0, gamma, refs.shape[0])

        # add noise to the refs
        refs += noise

    # map refs to be constant
    refs = list(map(Constant, refs))

    storage = {"functional": 0, "refs": refs, "refs_idx": 0, "first_time": None, "last_time": None}
    obj = lambda u, t: objective(storage, u, t)

    # Execute first time to annotate and record the tape
    forward(source, 2 * DOLFIN_PI, False, True, objective=obj)

    # Define the control
    control = Control(Omega)

    J = objective(storage, finalize=True)

    # compute the gradient
    dJd0 = compute_gradient(J, control)
    print("gradient = ", float(dJd0))

    # Prepare the reduced functional
    reduced_functional = ReducedFunctional(J, control, eval_cb_post=eval_cb)

    # Run the optimisation
    omega_opt = minimize(reduced_functional, method="L-BFGS-B",
                         tol=1.0e-12, options={"disp": True, "gtol": 1.0e-12})

    # Print the obtained optimal value for the controls
    print("omega = %f" % float(omega_opt))





Lastly we implement some code to run the optimization:

if __name__ == "__main__":
    if '-r' in sys.argv:
        os.popen('rm -rf recorded.txt')
        source = Source(Constant(2e2), degree=3)
        forward(source, 2*DOLFIN_PI, True)
    else:
        optimize()





The example code can be found in examples/time-dependent-wave/ in the
dolfin-adjoint source tree. To generate the data, run python time-dependent-wave.py -r




Comments

Running the code results in an approximation for the optimal value which is correct up to the noise level will be obtained.
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Time-distributed controls

Section author: Simon W. Funke <simon@simula.no>


Background

Some time-dependent problems have control variables that are distributed over
all (or some) time-levels. The following example demonstrates how this can be
implemented in dolfin-adjoint.

One important aspect to consider is the regularisation term. For
time-distributed controls, one typically uses wishes to enforce smoothness
of the control variables in time. We will also discuss how such a
regularisation term is implemented.




Problem definition

We consider the heat equation with a time-dependent source term \(f\), which will be
our control variable:


\[\begin{split}\frac{\partial u}{\partial t} - \nu \nabla^{2} u= f(t)
 \quad & \textrm{in } \Omega \times (0, T), \\
u = 0  \quad & \textrm{for } \Omega \times \{0\} \\
u = 0  \quad & \textrm{for } \partial \Omega \times (0, T).\end{split}\]

where \(\Omega\) is the unit square, \(T\) is the final time, \(u\)
is the unkown temperature variation, \(\nu\) is the thermal diffusivity, and
\(g\) is the initial temperature.

The objective value, the model output of interest, is the norm of the
temperature variable integrated over time, plus a regularisation term that
enforces smoothness of the control in time:


\[J(u, f) := \int_0^T \int_\Omega (u-d)^2 \textrm{d} \Omega \text{d}t +
           \frac{\alpha}{2} \int_0^T \int_\Omega \dot f^2 \textrm{d} \Omega \text{d}t\]

The aim of this example is to solve the minimization problem \(\min_f J\)
for some given data \(d\).




Implementation

We start by importing the needed FEniCS and dolfin-adjoint modules (note that
fenics_adjoint is an alias for dolfin_adjoint):

from fenics import *
from fenics_adjoint import *
from collections import OrderedDict





Next, we define the expressions for observational data \(d\) and the
viscosity \(\nu\).

data = Expression("16*x[0]*(x[0]-1)*x[1]*(x[1]-1)*sin(pi*t)", t=0, degree=4)
nu = Constant(1e-5)





Next, we define the discretization space:

mesh = UnitSquareMesh(8, 8)
V = FunctionSpace(mesh, "CG", 1)





… and time:

dt = Constant(0.1)
T = 2





We are considering a time-distributed forcing as control. In the next step,
we create one control function for each timestep in the model, and store all
controls in a dictionary that maps timestep to control function:

ctrls = OrderedDict()
t = float(dt)
while t <= T:
    ctrls[t] = Function(V)
    t += float(dt)





The following function implements a heat equation solver in FEniCS,
and constructs the first functional term.

def solve_heat(ctrls):
    u = TrialFunction(V)
    v = TestFunction(V)

    f = Function(V, name="source")
    u_0 = Function(V, name="solution")
    d = Function(V, name="data")

    F = ( (u - u_0)/dt*v + nu*inner(grad(u), grad(v)) - f*v)*dx
    a, L = lhs(F), rhs(F)
    bc = DirichletBC(V, 0, "on_boundary")

    t = float(dt)

    j = 0.5*float(dt)*assemble((u_0 - d)**2*dx)

    while t <= T:
        # Update source term from control array
        f.assign(ctrls[t])

        # Update data function
        data.t = t
        d.assign(interpolate(data, V))

        # Solve PDE
        solve(a == L, u_0, bc)

        # Implement a trapezoidal rule
        if t > T - float(dt):
           weight = 0.5
        else:
           weight = 1

        j += weight*float(dt)*assemble((u_0 - d)**2*dx)

        # Update time
        t += float(dt)

    return u_0, d, j

u, d, j = solve_heat(ctrls)





With this preparation steps, we are now ready to define the functional.
First we discretise the regularisation term


\[\frac{\alpha}{2} \int_0^T \int_\Omega \dot f^2 \textrm{d} \Omega \text{d}t\]

Note, that \(f\) is a piecewise linear function in time over the time intervals \(K = [(0, \delta t), (\delta t, 2 \delta t), \dots, (T-\delta
t, T)]\). Thus, we can write the integral as a sum over all intervals


\[\frac{\alpha}{2} \sum_{a_k, b_k \in K} \int_{a_k}^{b_k} \int_\Omega \dot f(t)^2 \textrm{d} \Omega\text{d}t\]

Discretising the time-derivative yields:


\[\begin{split}\frac{\alpha}{2} \sum_K \int_{a_k}^{b_k}
\int_\Omega \left(\frac{f(b_k)-
f(a_k)}{b_k-a_k}\right)^2\textrm{d}\Omega \\
= \frac{\alpha}{2} \sum_K (b_k-a_k)^{-1}
\int_\Omega \left(f(b_k)- f(a_k)\right)^2\textrm{d}\Omega\end{split}\]

In code this is translates to:

alpha = Constant(1e-1)
regularisation = alpha/2*sum([1/dt*(fb-fa)**2*dx for fb, fa in
    zip(list(ctrls.values())[1:], list(ctrls.values())[:-1])])





We add the regularisation term to the first functional term and define define the controls:

J = j + assemble(regularisation)
m = [Control(c) for c in ctrls.values()]





Finally, we define the reduced functional and solve the optimisation problem:

rf = ReducedFunctional(J, m)
opt_ctrls = minimize(rf, options={"maxiter": 50})

from matplotlib import pyplot, rc
rc('text', usetex=True)
x = [c((0.5, 0.5)) for c in opt_ctrls]
pyplot.plot(x, label="$\\alpha={}$".format(float(alpha)))
pyplot.ylim([-3, 3])
pyplot.legend()





If we solve this optimisation problem with varying \(\alpha\) parameters,
we observe that we get different behaviour in the controls: the higher the
alpha value, the “smoother” the control function becomes. The following plots
show the optimised control evaluated at the middle point \((0.5, 0.5)\)
over time for different \(\alpha\) values:

[image: ../../_images/control_alpha=0.0001.png]
[image: ../../_images/control_alpha=0.001.png]
[image: ../../_images/control_alpha=0.01.png]
[image: ../../_images/control_alpha=0.1.png]
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Installing dolfin-adjoint

Note: If you are looking to install the (deprecated) dolfin-adjoint/libadjoint library, visit the dolfin-adjoint/libadjoint [http://dolfin-adjoint-doc.readthedocs.io/en/latest/download/index.html] webpage.

What is the difference between dolfin-adjoint/pyadjoint and dolfin-adjoint/libadjoint?


Docker images (all platforms)

Docker [https://www.docker.com] allows us to build and ship
consistent high-performance dolfin-adjoint installations with FEniCS for almost any
platform. To get started, follow these 2 steps:


	Install Docker. Mac and Windows users should install the Docker
Toolbox [https://www.docker.com/products/docker-toolbox] (this is
a simple one-click install) and Linux users should follow these
instructions [https://docs.docker.com/linux/step_one/].




If running on Mac or Windows, make sure you run the following
commands inside the Docker Quickstart Terminal.


dolfin-adjoint with FEniCS:

First the FEniCS Docker script:

curl -s https://get.fenicsproject.org | bash





Once both Docker and the FEniCS Docker script have been installed, you can
easily start a FEniCS session with dolfin-adjoint by running the following
command:

fenicsproject run quay.io/dolfinadjoint/pyadjoint:2019.1.0





A Jupyter notebook instance with a user defined name (here myproject) can be started with:

fenicsproject notebook myproject quay.io/dolfinadjoint/pyadjoint
fenicsproject start myproject





The FEniCS Docker script can also be used to create persistent sessions:

fenicsproject create myproject quay.io/dolfinadjoint/pyadjoint
fenicsproject start myproject





To create a session that has access to the current folder from the host:

docker run -ti -v $(pwd):/home/fenics/shared quay.io/dolfinadjoint/pyadjoint








dolfin-adjoint development version with FEniCS:

The development version of dolfin-adjoint and FEniCS is available with:

fenicsproject run quay.io/dolfinadjoint/pyadjoint:latest





To update the development container, run:

fenicsproject pull quay.io/dolfinadjoint/pyadjoint:latest





To see all the options run:

fenicsproject help








dolfin-adjoint development version with Firedrake:

The development version of dolfin-adjoint and Firedrake is available with:

docker run -it -v `pwd`:/home/firedrake/shared quay.io/dolfinadjoint/pyadjoint-firedrake:latest





To update the development container, run:

docker pull quay.io/dolfinadjoint/pyadjoint-firedrake:latest










PIP (all platforms)

Install dolfin-adjoint and its Python dependencies with pip:

pip install git+https://bitbucket.org/dolfin-adjoint/pyadjoint.git@2019.1.0





Test your installation by running:

python3 -c "import fenics_adjoint"








Firedrake-adjoint with their Firedrake installation script

If you already have installed firedrake with their
installation script [https://www.firedrakeproject.org/download.html],
pyadjoint can be installed by simply running:

firedrake-update --install pyadjoint






Optional dependencies:


	IPOPT [https://projects.coin-or.org/Ipopt] and pyipopt [https://github.com/xuy/pyipopt]: This is the best available open-source optimisation algorithm. Strongly recommended if you wish to solve PDE-constrained optimisation problems. Make sure to compile IPOPT against the Harwell Subroutine Library [http://www.hsl.rl.ac.uk/ipopt/].


	Moola [https://github.com/funsim/moola]: A set of optimisation algorithms specifically designed for PDE-constrained optimisation problems.


	Optizelle [http://www.optimojoe.com/products/optizelle]: An Open Source Software Library Designed To Solve General Purpose Nonlinear Optimization Problems.









Source code

The source code of pyadjoint is available on https://bitbucket.org/dolfin-adjoint/pyadjoint.
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Features of dolfin-adjoint


Generality

dolfin-adjoint works for both steady and time-dependent models, and for both linear
and nonlinear models. The user interface is exactly the same in both cases. For an example
of adjoining a nonlinear time-dependent model, see the tutorial.




Ease of use

dolfin-adjoint has been carefully designed to try to make its use as easy as possible. In many cases
the only change to the forward model is to add

from dolfin_adjoint import *





at the top of the model. For example, deriving the adjoint of the tutorial example requires adding
precisely three lines to the forward model. dolfin-adjoint also makes it extremely easy to verify the correctness of the adjoint model.
It offers a powerful syntax for expressing general functionals.




Efficiency

Efficiency of the resulting model is absolutely crucial for real applications. The efficiency of
an adjoint model is measured as (time for forward and adjoint run)/(time for forward run). Naumann (2011) [http://dx.doi.org/10.1137/1.9781611972078] states
that a typical value for this ratio when using algorithmic differentiation tools is in the range 3–30. By contrast, dolfin-adjoint is extremely efficient;
consider the following examples from the papers:








	PDE

	Theoretical optimum

	Achieved efficiency





	Cahn-Hilliard

	1.2

	1.22



	Stokes

	2.0

	1.86



	Viscoelasticity

	2.0

	2.029



	Gross-Pitaevskii

	1.5

	1.54



	Gray-Scott

	2.0

	2.04



	Navier-Stokes

	1.33

	1.41



	Mathematical programming with equilibrium constraints

	1.125

	1.126



	Shallow water

	1.125

	1.125



	Wetting and drying

	1.5

	1.55









Parallelism

Parallelism is ubiquitous in modern computational science. However,
applying algorithmic differentiation to parallel codes is still a
major research challenge. Algorithmic differentiation tools must be
specially modified to understand MPI and OpenMP directives, and
translate them into their parallel equivalents. By contrast, because
of the high-level abstraction taken in libadjoint, the problem of
parallelism simply disappears. In fact, there is no code whatsoever
in either dolfin-adjoint or pyadjoint to handle parallelism; by
deriving the adjoint at the right level of abstraction, the problem no
longer exists.  If the forward model runs in parallel, the adjoint
model also runs in parallel, with no modification.

For more details, see the manual section on parallelism and the dolfin-adjoint paper.
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Support


Having issues?

Do you wonder about how something works, whether some feature is
supported or why you are getting an error? Feel free to ask on the
bitbucket bugtracker [https://bitbucket.org/dolfin-adjoint/pyadjoint/issues].




Checklist when asking a question

We want to help you; by making sure that you provide us with enough
information, you are more likely to get the answer you are looking
for. If you have encountered an error or a problem that you can’t figure
out, please make sure to include the following in your description of
the problem:


	A minimal, running code example that reproduces the error.


	The error message.


	The versions of fenics, dolfin-adjoint, and pyadjoint.







Contacting the authors

Use our Slack channel [https://fenicsproject.slack.com/messages/dolfin-adjoint/] to get in contact with us directly (or send us an email)!
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Figure 10. Design domain for the double pipe example.
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